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Abstract 

Typically concrete words are learned better than abstract words (Kaushanskaya & Rechtzigel, 

2012), and nouns are learned better than verbs (Kauschke & Stenneken, 2008). However, most 

studies on concreteness have not manipulated grammatical class (and vice versa), leaving the 

relationship between the two unclear. Therefore, in two experiments we examined the effects of 

grammatical class and concreteness simultaneously in foreign language vocabulary learning. In 

Experiment 1, English speakers learned ‘foreign language’ words (English pseudowords) 

mapped to concrete and abstract nouns and verbs. In Experiment 2, English speakers learned 

German words with the same procedure. Overall, the typical advantages for concrete words and 

nouns were observed. Hierarchical regression analyses provided evidence that the grammatical 

class effect is separable from the concreteness effect. This result challenges a strict concreteness-

based source of noun/verb differences. The results also suggest that the influences of 

concreteness and grammatical class may vary across language measures and tasks. 
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The Grammatical Class Effect is Separable from the Concreteness Effect in Language Learning 

Substantial research has established the influence of lexical characteristics, such as 

concreteness and grammatical class, on first and second language (L1 and L2) learning and 

processing. Concreteness1 is the degree to which a word refers to a concept or entity that is 

concrete and easily perceptible (e.g., pumpkin) or abstract and difficult to perceive (e.g., heaven) 

(e.g., Tolentino & Tokowicz, 2009), whereas grammatical class refers to whether a word is a 

noun, verb, etc. (e.g., Vigliocco, Vinson, Druks, Barber & Cappa, 2011). Processing and learning 

advantages are often found for concrete over abstract words and nouns over verbs on tasks 

including vocabulary learning, lexical decision, naming, word association, and translation (e.g., 

de Groot, 2006; de Groot & Keijzer, 2000; Ferré, Sánchez-Casas, Comesaña & Demestre, 2017; 

Imai et al., 2008; Kaushanskaya & Rechtzigel, 2012; Szekely et al., 2005; van Hell & de Groot, 

1998a, 1998b). However, little research has considered how lexical characteristics may interact, 

how they may differ by task demands (e.g., writing versus speaking; translating into L1 or L2), 

and what this can reveal about these effects and the nature of language processing. This study 

therefore investigated the influence of both concreteness and grammatical class on foreign 

language vocabulary learning. 

In the current study, language learning was chosen because of the demonstrated effects of 

concreteness and grammatical class on word learning, in L1 and L2 (e.g., Bird, Franklin & 

Howard, 2001; Kaushanskaya & Rechtzigel, 2012; McDonough, Song, Hirsh-Pasek, Golinkoff 

& Lannon, 2011; van Hell & Candia Mahn, 1997), and because vocabulary learning is a widely 

used verbal task. For example, concreteness is a significant predictor of age of acquisition for L1 

word learning (Bird et al., 2001), and nouns appear earlier and more frequently in children’s L1 

vocabularies (e.g., Bornstein et al., 2004; Gentner, 1982). Nouns are also learned earlier and 
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more quickly than verbs in lab-based settings (e.g., Childers & Tomasello, 2002; Imai, Haryu & 

Okada, 2005). For example, van Hell and Candia Mahn (1997) compared the efficacy of rote 

rehearsal versus the keyword method for foreign language vocabulary learning, and also 

manipulated the concreteness of the target vocabulary. After training, concrete words were 

translated more quickly and accurately than abstract words, regardless of learning condition. 

More recently, Kaushanskaya and Rechtzigel (2012) examined the bilingual word-learning 

advantage (e.g., Kaushanskaya & Marian, 2009; Papagno & Vallar, 1995) for concrete and 

abstract nouns. They found a significant advantage for concrete over abstract nouns in both 

monolinguals and bilinguals, though there was a larger concreteness advantage for bilinguals 

than monolinguals. 

In the current study we also examined the extent to which grammatical class effects are 

separable from concreteness effects. This question is important because grammatical class effects 

are often presumed to be driven by differences in concreteness between nouns and verbs (e.g., 

Bird, Howard & Franklin, 2000; Chiarello, Liu, Shears & Kacinik, 2002): verbs tend to be even 

more abstract than abstract nouns. We first discuss concreteness effects in nouns then turn to 

grammatical class effects, finishing with how they may interact. 

A number of explanations have been proposed regarding the source of concreteness 

effects (see Mestres-Missé, Münte & Rodriguez-Fornells, 2014). According to the context 

availability hypothesis (e.g., Schwanenflugel, Harnishfeger & Stowe, 1988; Schwanenflugel & 

Shoben, 1983; Schwanenflugel & Stowe, 1989), differences in concrete and abstract words arise 

because on average, compared to concrete words, it is more difficult to think of a context in 

which abstract words appear. Supporting this hypothesis, concreteness effects typically disappear 

when equally supportive contexts are provided (e.g., Schwanenflugel & Shoben, 1983; 
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Schwanenflugel & Stowe, 1989) or when concrete and abstract words are closely matched on 

rated context availability (e.g., Schwanenflugel et al., 1988; van Hell & de Groot, 1998b). 

According to dual-coding theory (e.g., Paivio, 1971; Paivio, 1986, 2006), the difference between 

concrete and abstract words is more qualitative than quantitative. Specifically, abstract words are 

represented only in a verbal system, whereas concrete words are also represented in a visual 

system, and the concreteness advantage derives from this additional representation. The visual 

representation may confer a particular advantage for memory or other tasks that tap into 

extended semantic processing (e.g., Tolentino & Tokowicz, 2009). Some researchers have also 

proposed combining the context availability hypothesis and dual coding theory (the context-

extended dual-coding hypothesis) to account for the pattern of event-related potentials (ERPs) 

found in conjunction with behavioral concreteness advantages. Specifically, although concrete 

words typically elicit faster responses than abstract words, they also elicit greater N400 effects 

(typically associated with more effortful semantic processing). To account for this, the context-

extended dual-coding hypothesis combines the dual-coding and context availability approaches 

such that the behavioral concreteness advantage is explained by richer associative networks, and 

increased N400 effects arise from the use of visual imagery in processing concrete words (e.g., 

Holcomb, Kounios, Anderson & West, 1999; West & Holcomb, 2000). 

Other researchers have hypothesized that concrete words may have more semantic 

features, and that these features are more consistently accessed, than those of abstract words (de 

Groot & Keijzer, 2000; Plaut & Shallice, 1993). More recently, Crutch and colleagues have 

proposed the different organizational frameworks theory (e.g., Crutch, Ridha & Warrington, 

2006; Crutch & Warrington, 2005, 2007) to account for verbal behavior in persons with brain 

lesions and associated conditions, such as semantic refractory access dysphasia. According to 
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this theory, semantic representations for concrete and abstract words are organized in 

fundamentally different ways: concrete words are organized (more) by similarity (e.g., ‘lake’ and 

‘pond’ are semantically similar), whereas abstract words are organized (more) by association 

(e.g., ‘lake’ and ‘swan’ are associated). This proposal is supported by patient studies showing 

that semantically similar words interfere more with the processing of concrete words than 

abstract words, and that semantic associates interfere more with the processing of abstract words 

than concrete words (e.g., Crutch, 2006; Crutch et al., 2006; Crutch & Warrington, 2005, 2007). 

However, studies with healthy adults have not replicated these findings (Ferré, Guasch, García-

Chico & Sánchez-Casas, 2015; Geng & Schnur, 2015; Zhang, Han & Bi, 2013). 

Although concreteness effects are commonly reported, their presence and strength are 

modulated by other factors. For example, concreteness effects in lexical decision and bilingual 

word translation disappear when stimuli are tightly controlled to have just a single sense 

(Tokowicz & Kroll, 2007), and concreteness effects in masked priming are found only with a 

small range of stimulus-onset-asynchronies (Ferré et al., 2017). Further, the strength of the 

concreteness effect is also influenced by the number of meanings a word has (Palmer, 

MacGregor & Havelka, 2013), stimulus order (e.g., Tolentino & Tokowicz, 2009; Zhang et al., 

2013), task demands (e.g., Walker & Hulme, 1999; Wang, Conder, Blitzer & Shinkareva, 2010), 

neuropsychological status (e.g., Breedin, Saffran & Coslett, 1994; Papagno, Capasso & Miceli, 

2009), and age and sex (e.g., Dye, Walenski, Prado, Mostofsky & Ullman, 2013; Prado & 

Ullman, 2009). For example, Romani, McAlpine and Martin (2008) found larger concreteness 

effects for tasks that require recalling item identity (rather than order) and when phonological 

representations are less robust. Relatedly, concreteness effects are larger for tasks involving 

greater semantic processing (James, 1975; West & Holcomb, 2000). Sandberg and Kiran (2014) 
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found greater concreteness effects in more difficult tasks. Other studies have suggested 

concreteness effects may be more robust for nouns than verbs (Eviatar, Menn & Zaidel, 1990; 

Zhang, Guo, Ding & Wang, 2006). However, no definitive conclusion has yet been reached 

regarding the source of the concreteness effect and how or why it varies in such ways. 

Concreteness varies across nouns (e.g., Crutch & Jackson, 2011), but also across 

grammatical classes, such that nouns are generally more concrete than verbs (Bird et al., 2000; 

Chiarello et al., 2002). This is especially relevant given that grammatical class effects are 

generally parallel to concreteness effects: nouns typically show advantages over verbs in 

processing and learning. This grammatical class effect has been documented in various 

populations, including children, healthy monolingual and bilingual adults, and persons with 

aphasia. Nouns and object words show an advantage over verbs and action words in picture 

naming (e.g., Kambanaros, Grohmann, Michaelides & Theodorou, 2014; Mätzig, Druks, 

Masterson & Vigliocco, 2009; Sheng & McGregor, 2010), and nouns have more associates and 

are easier to associate to than verbs (van Hell & de Groot, 1998a). Nouns are also easier to learn 

and are learned earlier in L1 than verbs (e.g., Gentner, 1982, 2006; Waxman et al., 2013). In 

persons with aphasia and other language disorders, noun-verb dissociations are common, 

although clean delineations are rare (see Crepaldi, Berlingeri, Paulesu & Luzzatti, 2011; Druks, 

2002; Kambanaros & Grohmann, 2015). 

The source of grammatical class effects is controversial (Kambanaros & Grohmann, 

2015). A number of explanations have been proposed, including that verbs are more syntactically 

and morphologically complex than nouns (see Druks, 2002; Kauschke & Stenneken, 2008) and 

that verbs have broader, more context-dependent meanings than nouns (compare ‘catch a ball’, 

‘catch a cold’ vs. ‘throw a ball’, ‘bounce a ball’) (e.g., Earles & Kersten, 2016; Gentner & 
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Boroditsky, 2001; Maguire, Hirsh-Pasek & Golinkoff, 2006). A commonly cited explanation for 

these differences is that nouns are inherently more concrete than verbs (e.g., Barber, Kousta, 

Otten & Vigliocco, 2010; Bird et al., 2000; Bogka et al., 2003; Bourassa & Besner, 1994; 

Chiarello et al., 2002; Druks, 2002; Kambanaros & Grohmann, 2015; Kauschke & Stenneken, 

2008; Ma, Golinkoff, Hirsh-Pasek, McDonough & Tardif, 2009; Mätzig et al., 2009; 

McDonough et al., 2011; Vigliocco et al., 2011). Although nouns and verbs vary in their 

concreteness (Bird et al., 2000; Kambanaros, 2009; Xu, Kang & Guo, 2016), few studies of 

language processing in healthy adults have considered concreteness and grammatical class 

simultaneously. Thus, although grammatical class effects are often presumed to be due to 

concreteness, to date there has been no direct behavioral test of whether grammatical class 

effects in healthy adults are due to differences in the concreteness of nouns and verbs (though see 

Berndt, Haendiges, Burton & Mitchum, 2002; Berndt, Mitchum, Haendiges & Sandson, 1997, 

for relevant studies in persons with aphasia; McDonough et al., 2011, for similar results in child 

word learning; Bedny & Thompson-Schill, 2006, who found neuroimaging evidence for the 

separability of grammatical class and concreteness; and Lee & Federmeier, 2008, who found 

concreteness effects in ERPs for both nouns and verbs). Further, there is little research 

considering how such effects may vary by task demands, such as recognition versus oral 

production, despite evidence of variability in concreteness and grammaticality effects across 

tasks (e.g., Crepaldi et al., 2011; Romani et al., 2008; Wang et al., 2010) and growing 

recognition of the importance of converging evidence across tasks (e.g., Howard & Gatehouse, 

2006; Mätzig et al., 2009). 

Given widespread reports of concreteness and grammatical class effects, but limited 

exploration of whether grammatical class effects go beyond concreteness, the current research 
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was designed to directly address the separability of the grammatical class effect from the 

concreteness effect. A novel word learning paradigm was used in which the target items were 

concrete and abstract nouns and verbs. This approach was chosen both because of its prevalence 

in language learning studies (e.g., de Groot, 2011; de Groot & Keijzer, 2000; Ferré, Ventura, 

Comesaña & Fraga, 2015) and because of the potential to inform our understanding of the early 

stages of foreign language vocabulary learning. In Experiment 1, participants learned ‘foreign 

language’ words in an unidentified language (actually English pseudowords) and the effects of 

concreteness and grammatical class were examined during and after training. In Experiment 2 

participants learned abstract and concrete German nouns and verbs. To directly test the proposal 

that differences between nouns and verbs are due to inherent differences in concreteness, in both 

experiments we used hierarchical regressions to examine the unique contributions of each effect 

to participants’ learning outcomes. Throughout, the separability of the concreteness and 

grammatical class effects was evaluated in relation to the task demands and measures under 

consideration: whether participants provided written or spoken translations, and whether this was 

done from L1 to L2 or vice versa. These variations were considered to determine the extent to 

which these factors impact the results.  

Based on previous research, we expected concrete words and nouns to be learned more 

quickly and accurately than abstract words and verbs. Although previous research examining 

both factors simultaneously is limited, findings from persons with aphasia (e.g., Berndt et al., 

2002) and other neurophysiological studies (e.g., Bedny & Thompson-Schill, 2006; Lee & 

Federmeier, 2008) led us to expect no interaction between them. If the grammatical class effect 

is indeed separable from the concreteness effect, grammatical class should be a significant 

predictor of accuracy and/or reaction times (RTs) above and beyond concreteness. If, however, 
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the grammatical class effect can be attributed to inherent differences in concreteness between 

nouns and verbs, grammatical class should not be a significant predictor of learning performance 

above and beyond concreteness.  

Experiment 1 

Method 

Participants. Twenty-five native English-speaking undergraduates from the University 

of Pittsburgh contributed data (11 males, 14 females; average age 19.36 years). None had spoken 

an additional language at home. Data from five additional participants were excluded because 

they admitted after participating that a language other than English had been spoken at home. All 

participants reported some experience studying one or more additional languages (most 

commonly Spanish, French, and German) in a formal classroom setting, beginning at an average 

age of 13.65 (range: 11-18). Eight participants reported concurrent enrollment in a foreign 

language, all within the first two years of university study. 

Design. A 2 concreteness (concrete vs. abstract) by 2 grammatical class (noun vs. verb) 

by 3 test (Test 1, Test 2, Test 3) within-subjects design was used.  

Materials. Eighty English words were paired with pseudowords taken from Gathercole, 

Pickering, Hall, and Peaker (2001); these were the target ‘foreign language’ words. All 

pseudowords were four letters long and phonotactically legal. Items are available in the 

Supplementary Materials. 

There were 20 items each of concrete and abstract nouns and verbs. Part of speech was 

obtained from Bird et al. (2001) and the MRC psycholinguistic database (Wilson, 1988) and only 

words whose part of speech was listed as unambiguous were included. Concreteness, age of 

acquisition, and frequency (from CELEX, Baayen, Piepenbrock & Gulikers, 1995) of the English 
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words were obtained from Bird et al. (2001). Number of letters and number and frequency of 

orthographic and phonological neighbors were obtained from E-Lexicon (Balota et al., 2007). 

Number of senses was obtained from WordNet (Princeton, 2010). 

Nouns and verbs were matched on age of acquisition, concreteness, frequency, length, 

and number and frequency of orthographic and phonological neighbors, though verbs had more 

senses than nouns. Concrete and abstract words were matched on frequency, length, number and 

frequency of orthographic and phonological neighbors, and number of senses (see Table 1). 

Because age of acquisition is strongly correlated with concreteness (Bird et al., 2001; Johnston & 

Barry, 2006) it was not possible to equate concrete and abstract words on this variable. Across 

conditions, target pseudowords were matched on number of orthographic neighbors and 

Levenshtein distance between the pseudowords and their English translations. Pseudowords were 

also matched on bigram sum and frequency across abstract and concrete items. Verb 

pseudowords had marginally higher bigram sum and frequency than noun pseudowords, but this 

works against the hypothesized finding of a noun advantage.  

<Insert Table 1 about here> 

Procedure. Participants were trained and tested on eighty target words. Stimuli were 

presented and responses recorded using E-Prime 2.0 software (Psychology Software Tools, 

Pittsburgh, PA [PST]). Training occurred in three cycles. In each cycle, participants saw one 

pairing of an English word and its ‘foreign language’ translation side-by-side in the center of the 

screen, separated by a dash, for five seconds. A one-second blank screen followed, then a 

fixation cross and a prompt to press a key to continue. The 80 pairs of words were randomized 

for each participant. After participants had viewed all 80 pairs once, the second presentation was 

in a new randomized order. 



12 

 

 Participants were then tested on their knowledge of the target words. They saw an 

English word and were asked to type the translation; guessing was encouraged. After they typed 

their translation and pressed ‘Enter’, participants received feedback in the form “[English word] 

is [correct translation]”, which remained on the screen for two seconds.  

 This cycle of two training presentations followed by a typing test was repeated two 

additional times; participants were encouraged to take a short break between each cycle. The 

interleaving of study and test trials was based on the testing effect, the finding that including 

retrieval practice during learning improves retention (e.g., Karpicke & Roediger, 2007; Roediger 

& Butler, 2011), and previous success using this type of procedure (Palmer et al., 2013). 

Altogether, participants saw all 80 word pairs six times and were tested three times. After the 

learning task, participants completed a language history questionnaire (Tokowicz, Michael & 

Kroll, 2004). The experiment lasted approximately two hours.  

Scoring. The accuracy of typed translations was scored in two ways, strict and lenient. 

Using strict scoring, a translation was considered correct only if it was exactly correct. Using 

lenient scoring, a ‘percent correct’ for each word was calculated using orthographic similarity 

between the production and the target (van Orden, 1987). The pattern of results was similar and 

the scores obtained were highly correlated across the two scoring methods (rs .96-.99, ps<.001); 

therefore only the results from strict scoring are presented. Because of the non-speeded nature of 

the typing task, the RTs (the time between the presentation of the English word and when the 

participant pressed ‘Enter’ after typing the translation) are less sensitive than traditional RT 

measures. Results for RTs on the typing task are provided in the Supplementary Materials, for 

completeness in reporting results. 
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Analyses. Two sets of analyses were conducted, each to address a specific question. 

First, 2 concreteness (concrete, abstract) x 2 grammatical class (noun, verb) x 3 test (1, 2, 3) 

ANOVAs were used to examine the main effects and interactions among these variables2. Post-

hoc comparisons are reported with Bonferroni-adjusted p-values. This step included both subject 

and item analyses and allowed for a direct examination of the main effects and interactions at 

each test; these are presented under ‘Main effects and interactions’. Second, hierarchical 

regressions (blockwise entry) were used to determine whether the effect of grammatical class 

was separable from the effect of concreteness. This involves conducting a regression in several 

steps; variables on earlier steps account for variance prior to variables entered on subsequent 

steps, allowing us to determine whether the variables of interest account for additional, 

independent variance beyond other variables (Cohen, Cohen, West & Aiken, 2003). This second 

set of analyses focused on the items, and although they drew from the same data as the ANOVA 

item analyses, hierarchical regression was additionally used because it provides a more stringent 

control for confounding variables (here, the effects of age of acquisition, length, and frequency). 

These are presented under ‘Separability of the effects of concreteness and grammatical class’. 

Results 

Main effects and interactions 

 Descriptive statistics are in Table 2. Concrete words were responded to more accurately 

than abstract words (54.0% vs. 43.3%), F1(1, 24)=99.57, MSE=.87, p<.001, ƞp
2=.81, F2(1, 

76)=15.25, MSE=.67, p<.001, ƞp
2=.17. Nouns were responded to more accurately than verbs by 

participants (50.9% vs. 46.4%), F1(1, 24)=9.85, MSE=.15, p<.01, ƞp
2=.29, F2(1, 76)=2.49, 

MSE=.11, p=.12, ƞp
2=.03. The main effect of test was significant (21.4%, 51.7%, 70.0%), F1(2, 

48)=124.23, MSE=6.07, p<.001, ƞp
2=.84, F2(2, 152)=1067.09, MSE=4.80, p<.001, ƞp

2=.93. 
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Paired samples t-tests showed that accuracy at Test 2 was higher than at Test 1, p<.001, and 

accuracy at Test 3 was higher than at Test 2, p<.001. Grammatical class and test interacted, F1(2, 

48)=5.68, MSE=.03, p<.01, ƞp
2=.19, F2(2, 152)=6.27, MSE=.03, p<.01, ƞp

2=.08. Simple 

comparisons showed that accuracy for nouns did not differ from verbs at Test 1, p=.72, but 

responses to nouns were more accurate than to verbs at Test 2, p<.01 and Test 3, p<.05. No other 

effects or interactions were significant, Fs<1. 

<Insert Table 2 about here> 

Separability of the effects of concreteness and grammatical class  

 Next, hierarchical regressions were used to determine whether the grammatical class 

effect was significant after accounting for concreteness differences between nouns and verbs 

(e.g., Bird et al., 2000; Chiarello et al., 2002; Kauschke & Stenneken, 2008; Ma et al., 2009; 

McDonough et al., 2011). In these analyses, age of acquisition, length, frequency, and 

concreteness were continuous variables, and grammatical class was categorical. All effects are in 

the expected direction unless otherwise noted. 

Because of the significant interaction between test and grammatical class, the regression 

was run on the data from Test 2, the test that showed the greatest difference between nouns and 

verbs, thus providing the best place to look for a separable grammatical class effect. Table 3 

shows the model. Both concreteness and grammatical class showed significant effects regardless 

of order of entry; the interaction was never significant. 

<Insert Table 3 about here> 

Summary 

 The ANOVAs revealed significant main effects of concreteness, grammatical class, and 

test for accuracy in producing (typing) newly learned foreign language vocabulary. Nouns were 
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produced more accurately than verbs, consistent with past findings. Also consistent with past 

results, concrete words had an accuracy advantage over abstract words. There was an interaction 

between grammatical class and test, in which responses to nouns were more accurate than 

responses to verbs at Tests 2 and 3 (but not Test 1). However, there was no interaction between 

concreteness and grammatical class.  

The regressions provided evidence that both concreteness and grammatical class 

independently explain variance in learners’ performance. Overall, therefore, the results suggest 

that the effect of grammatical class is separable from concreteness. However, the task of learning 

highly constrained pseudowords as target vocabulary in an unspecified ‘foreign language’ was 

somewhat unnatural, which could raise questions about the external validity and replicability of 

the results. Therefore, Experiment 2 was conducted to determine whether the results would 

replicate when a real foreign language, German, was used.  

Experiment 2 

The core features of Experiment 1 (interleaved training and testing, use of the typing test, 

scoring method) were maintained in Experiment 2 to facilitate comparisons between the two. 

However, some changes were made to improve the naturalness of the learning task and expand 

the scope of inquiry. First, real German words were used as the target items-to-be-learned, and 

the number of targets was reduced from 80 to 60 to reduce the learning burden, particularly to 

offset the increased length of the words. Although the lengths and phonotactics of the targets 

were more variable in Experiment 2, the result was a more realistic vocabulary learning 

experience, improving the external validity of the results. Learning a real language should also 

increase participants’ motivation for engaging fully in the task. Participants were instructed to 

say aloud the English-German word pairs twice to make the task more realistic (learning 
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pronunciations and the mappings between written forms and pronunciations is a normal aspect of 

vocabulary learning, Ehri, 2014; Everson, 1998), and to support the development of new lexical 

entries for the somewhat longer, more difficult German targets (Ehri, 2014). Further, vocabulary 

learning studies have demonstrated that saying aloud target words-to-be-learned enhances the 

learning of semantic representations in addition to orthographic forms (Everson, 1998; Rosenthal 

& Ehri, 2011; see also Perfetti, 2007; Perfetti & Hart, 2001). Although it is likely that 

participants did not pronounce the German words completely accurately, research has also 

demonstrated that pronunciation approximations and non-phonetic, spelling-based 

pronunciations are equally – or more – effective for supporting vocabulary learning than correct 

phonetic pronunciations (Drake & Ehri, 1984; Ehri, 1984; Rosenthal & Ehri, 2011; see also 

Birch, 2015). Finally, the instruction to say aloud the word pair was meant to minimize 

individual differences in the degree to which participants completely decode (or not) new 

vocabulary, which substantially impacts vocabulary learning (Rosenthal & Ehri, 2011). 

Other changes involved the collection of additional data. Specifically, an L2 to L1 oral 

translation task was added after the typing task. This backward translation task is generally 

considered easier than the forward translation required by the typing task, and is the most widely 

used task to measure vocabulary learning after experimental training (e.g., de Groot, 2011; Ferré, 

Ventura, et al., 2015; Kaushanskaya & Rechtzigel, 2012). It also has the advantage of providing 

a more sensitive measure of RTs than the typing task, and was thus expected to provide useful 

data. The final change was the addition of a second session, after one week, which included the 

same tasks as the first (typing, L2 to L1 production) and was added to examine consolidated 

vocabulary retention following sleep. This was of interest based on previous findings that some 
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semantic effects become evident only after consolidation (e.g., Comesaña, Perea, Piñeiro & 

Fraga, 2009; Davis, Di Betta, Macdonald & Gaskell, 2009; Ferré, Ventura, et al., 2015). 

Method  

Participants. Forty native English-speaking undergraduates from the University of 

Pittsburgh contributed data (15 males, 22 females, 3 declined to respond; average age 19.1 

years). Data from ten additional participants were excluded because they admitted after 

participating that they had previous experience with German or Dutch (seven participants) or that 

English was not their only L1 (three participants). All participants reported some experience 

studying one or more additional languages (most commonly Spanish and French) in a formal 

classroom setting, beginning at an average age of 13.45 (range: 10-17). Six participants reported 

concurrent enrollment in a foreign language, all within the first two years of university study. 

Design. A 2 concreteness (concrete vs. abstract) by 2 grammatical class (noun vs. verb) 

by 2 session (Session 1 vs. Session 2) within-subjects design was used first on each language 

test, to determine whether analyses should be conducted separately for the two sessions. 

Following this, a 2 concreteness (concrete vs. abstract) by 2 grammatical class (noun vs. verb) by 

3 test (Test 1, Test 2, Test 3) within-subjects design was used to analyze the typing data from 

Session 1, as in Experiment 1. 

Materials. Participants learned 60 German words, 15 each of concrete and abstract nouns 

and verbs. Concreteness was determined using ratings from Bird et al. (2001) and only words 

with an unambiguous part of speech according to E-Lexicon (Balota et al., 2007) were included. 

Number of senses was obtained from WordNet (Princeton, 2010). Across conditions, words did 

not differ in English or German length, English word frequency (from CELEX, Baayen et al., 

1995), English orthographic and phonological neighborhood sizes and the frequency of 
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neighbors, and the sum and mean of their English bigram statistics (from E-Lexicon, Balota et 

al., 2007). Nouns and verbs were additionally matched on their English age of acquisition and 

concreteness (see Table 4), though again verbs had more senses than nouns. Concrete and 

abstract words were matched on number of senses. Items were chosen to avoid cognates, and 

across conditions the target German words were matched on their Levenshtein distance from the 

English translations as well as the number of English neighbors and their (English) bigram 

statistics (from CLEARPOND, Marian, Bartolotti, Chabal & Shook, 2012). Items are available 

in the Supplementary Materials. 

<Insert Table 4 about here> 

Learning was assessed using two measures. In the typing task, participants saw an 

English word and were asked to type its German translation, as in Experiment 1. In the L2 to L1 

production task, participants saw a German word and were asked to say its English translation 

aloud.  

Procedure. As in Experiment 1, training occurred in three cycles: two presentations of 

target words and their English equivalents, followed by a typing production test, repeated three 

times. Stimuli were presented and responses were recorded using E-Prime 2.0 (PST) and a digital 

voice recorder. In Session 1, participants began with the vocabulary training. They saw one 

English word paired with its German translation (e.g., “remit – anweisen”) in the center of the 

screen and were instructed to say the pair aloud two times. Words were presented in their base 

form, in all lowercase letters (except for German nouns, which by rule begin with a capital 

letter). The words remained on the screen for 4250 ms3, after which they disappeared until the 

participant manually advanced. They proceeded through all sixty pairs once, then repeated them 

in a different random order. After these two presentations, participants completed the typing test. 
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They saw the English word and were asked to type its German translation; guessing was 

encouraged. After each response, participants received feedback in the form “[English word] is 

[German word]”. They repeated this sequence two additional times. This training lasted 

approximately 50 minutes. After the training, participants completed the L2 to L1 production 

task. Participants’ responses were recorded for off-line accuracy scoring. This concluded Session 

1. 

 In Session 2, participants began by completing the typing task then the L2 to L1 

production task again, without review. At the end4 they completed a language history 

questionnaire to provide demographic data and information on their language learning 

experiences (Tokowicz et al., 2004).  

Scoring. To facilitate comparability between experiments the accuracy of participants’ 

typed translations was scored using the strict criteria as described for Experiment 1. For L2 to L1 

production, responses were recorded using a digital voice recorder and RTs were measured using 

a microphone with a voice key trigger. RTs for trials on which participants stuttered, coughed, or 

otherwise triggered the voice key prior to their response were removed. Responses were also 

excluded if the RT was greater than three standard deviations from an individual participant’s 

mean RT; this resulted in excluding 0.59% of the data on Session 1 and 0.30% of the data on 

Session 2. In total, 2.16% of data were excluded. 

Analyses. As with Experiment 1, two sets of analyses were conducted: ANOVAs were 

used to examine the main effects and interactions of concreteness, grammatical class, and test 

(for the Session 1 typing data only) on accuracy (for both vocabulary measures) and RTs (for L2 

to L1 production). Post-hoc comparisons are reported with Bonferroni-adjusted p-values. 

Hierarchical regressions were used to test for the separability of the grammatical class and 
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concreteness effects. The results are presented by task: data from the typing task, which required 

written production, are described first; this is the same task as in Experiment 1. Following this 

are the results for the L2 to L1 production task, new to Experiment 2, which required oral 

production. 

Results 

Main effects and interactions 

Typing task accuracy. Descriptive statistics are in Tables 5 and 6. The three-way 

interaction between concreteness, grammatical class, and session was not significant, F1(1, 

30)=1.14, MSE<.01, p=.29, ƞp
2=.04, F2<1. The two-way interaction between concreteness and 

grammatical class was also not significant, F1(1, 30)=2.13, MSE=.01, p=.15, ƞp
2=.07, F2<1. 

However, session interacted with both concreteness, F1(1, 30)=9.97, MSE=.02, p<.01, ƞp
2=.25, 

F2(1, 56)=4.12, MSE=.01, p<.05, ƞp
2=.07, and grammatical class, F1(1, 31)=9.70, MSE=.03, 

p<.01, ƞp
2=.24, F2(1, 56)=5.43, MSE=.02, p<.05, ƞp

2=.09. Therefore, separate analyses were 

conducted for each session, and test was included as a factor in the Session 1 analyses, as in 

Experiment 1. 

<Insert Table 5 about here> 

<Insert Table 6 about here> 

On Session 1, concrete words were responded to more accurately than abstract words by 

subjects (17.8% vs. 11.5%), F1(1, 30)=49.87, MSE=.37, p<.001, ƞp
2=.62, F2(1, 56)=2.26, 

MSE=.18, p=.14, ƞp
2=.04. Nouns were responded to more accurately than verbs (20.6% vs. 

9.9%), F1(1, 30)=64.79, MSE=.99, p<.001, ƞp
2=.68, F2(1, 56)=6.40, MSE=.52, p<.05, ƞp

2=.10. 

The main effect of test was significant (4.0%, 15.3%, 24.7%), F1(2, 60)=82.84, MSE=1.33, 

p<.001, ƞp
2=.73, F2(2, 112)=81.47, MSE=.70, p<.001, ƞp

2=.59. Paired samples t-tests showed that 
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accuracy at Test 2 was higher than at Test 1, p<.001, and accuracy at Test 3 was higher than at 

Test 2, p<.001. Concreteness and test interacted, F1(2, 60)=25.77, MSE=.10, p<.001, ƞp
2=.46, 

F2(2, 112)=5.34, MSE=.05, p<.01, ƞp
2=.09. Simple comparisons showed accuracy for concrete 

words was not significantly different from abstract words at Test 1, p>.05, but responses to 

concrete words were more accurate than to abstract words at Test 2 (6.1%), p<.001 and Test 3 

(12.0%), p<.001. Grammatical class and test also interacted, F1(2, 60)=17.06, MSE=.09, p<.001, 

ƞp
2=.36, F2(2, 112)=5.41, MSE=.05, p<.01, ƞp

2=.09. Simple comparisons revealed that accuracy 

for nouns was higher than accuracy for verbs at all three tests, ps<.001, and that the size of the 

noun advantage increased with each test (4.4%, 11.7%, 14.7%). No other effects or interactions 

were significant, Fs<1. 

On Session 2, participants completed the typing task only once, so test was not a factor. 

Concrete words were responded to more accurately than abstract words by subjects (11.7% vs. 

8.9%), F1(1, 30)=5.29, MSE=.02, p<.05, ƞp
2=.15, F2<1. Nouns were responded to more 

accurately than verbs by subjects (12.9% vs. 6.6%), F1(1, 30)=27.57, MSE=.12, p<.001, ƞp
2=.48, 

F2(1, 56)=2.77, MSE=.06, p=.10, ƞp
2=.05. Concreteness and grammatical class did not interact, 

F1(1, 30)=2.25, MSE=.02, p=.14, F2<1.  

L2 to L1 production accuracy. The three-way interaction between concreteness, 

grammatical class, and session, as well as all two-way interactions, were not significant, Fs<1. 

Thus, the data were collapsed across session. Concrete words were responded to more accurately 

than abstract words (43.8% vs. 29.4%), F1(1, 20)=48.53, MSE=.87, p<.001, ƞp
2=.71, F2(1, 

56)=7.13, MSE=.61, p<.05, ƞp
2=.11. Nouns were responded to more accurately than verbs 

(42.3% vs. 21.9%), F1(1, 20)=84.07, MSE=2.03, p<.001, ƞp
2=.81, F2(1, 56)=14.52, MSE=1.25, 
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p<.001, ƞp
2=.21. Responses were more accurate on Session 1 than Session 2 (37.5% vs. 26.8%), 

F1(1, 20)=31.54, MSE=.53, p<.001, ƞp
2=.61, F2(1, 56)=124.99, MSE=.34, p<.001, ƞp

2=.69. 

L2 to L1 production RTs. The three-way interaction between concreteness, grammatical 

class, and session was not significant, F1(1, 14)=1.19, MSE=564,141.14, p=.29, ƞp
2=.08, F2<1. 

The two-way interaction between concreteness and grammatical class was marginally significant 

by subjects, F1(1, 14)=3.50, MSE=330,810.46, p=.08, ƞp
2=.20, F2<1. Session interacted with 

concreteness, F1(1, 14)=7.05, MSE=3,186,285.64, p<.05, ƞp
2=.34, F2(1, 49)=9.97, 

MSE=3,664,710.96, p<.01, ƞp
2=.17, and interacted marginally with grammatical class by 

subjects, F1(1, 14)=4.31, MSE=2,295,169.21, p=.06, ƞp
2=.24, F2(1, 49)=1.71, MSE=626,401.60, 

p=.20, ƞp
2=.03. Therefore, separate analyses were conducted for each session. 

On Session 1, concrete words were responded to more quickly than abstract words 

(2384.73 ms vs. 2974.65 ms), F1(1, 26)=8.40, MSE=9,396,335.05, p<.01, ƞp
2=.24, F2(1, 

56)=12.08, MSE=6,094,199.07, p<.01, ƞp
2=.18. There was a trend for nouns to have faster RTs 

than verbs (2746.50 ms vs. 2958.99 ms), but it was not significant, F1<1, F2(1, 56)=1.34, p=.25, 

ƞp
2=.02. Concreteness and grammatical class did not interact, Fs<1.  

On Session 2, the main effect of concreteness was not significant, F1<1, F2(1, 49)=1.19, 

p=.28. The main effect of grammatical class was also not significant, F1(1, 14)=1.43, p=.25, 

ƞp
2=.09, F2<1. The interaction was not significant, Fs<1. 

Separability of the effects of concreteness and grammatical class  

Typing task accuracy. For Session 1, regressions were conducted on the data from Test 

3 only; this test showed the largest concreteness effect, thus providing the strictest test for a 

separable grammatical class effect. Grammatical class accounted for unique variance, whereas 

concreteness and the interaction did not; the same pattern of results held when concreteness was 
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entered after grammatical class. A similar pattern was obtained on Session 2. In this case, 

grammatical class was only marginally significant, whereas concreteness and the interaction 

were not significant, regardless of order. Table 7 shows the model details. 

<Insert Table 7 about here> 

 L2 to L1 production accuracy. L2 to L1 production was performed only once per 

session, thus test was not a factor. Grammatical class accounted for unique variance and 

concreteness accounted for a marginally significant portion of variance. The same pattern of 

results held when concreteness was entered after grammatical class. Similar results were found 

for Session 2. Both concreteness and grammatical class each accounted for significant unique 

variance, but the interaction did not. The same pattern held when concreteness was entered after 

grammatical class. Table 8 shows the model details. 

<Insert Table 8 about here> 

 L2 to L1 production RTs. For Session 1 RTs, concreteness accounted for significant 

variance when entered before grammatical class but only marginally significant variance when 

entered after it. Grammatical class and the interaction did not account for significant variance. 

For Session 2, none of the predictors accounted for significant variance. Table 9 shows the 

model details. 

<Insert Table 9 about here> 

Summary  

 The ANOVAs revealed significant main effects of concreteness and grammatical class on 

accuracy for both tasks (written and oral production) on both sessions, though some effects 

(particularly Session 2 typing) were not significant by items. Given this finding, it is worth 

noting that concreteness may be more reliably significant across participants than items (see 
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Tokowicz & Kroll, 2007, for a similar pattern of results).5 Regardless, in each case, concrete 

words and nouns had higher accuracy than abstract words and verbs. These results mirror 

Experiment 1 and are consistent with previous studies. An interaction with test was replicated: in 

Experiment 1, there was a noun advantage at Tests 2 and 3, but not Test 1. In Experiment 2 there 

was a noun advantage at all three tests, as well as an advantage of concrete words over abstract 

words at Tests 2 and 3 (but not Test 1). The RTs from L2 to L1 production (unique to 

Experiment 2) also showed a concrete-word advantage on Session 1, though there were no 

significant effects on Session 2. 

 The regression results were largely consistent across sessions. Grammatical class 

accounted for independent variance beyond that accounted for by concreteness on most 

variables: written production (typing) accuracy and oral (L2 to L1) production accuracy (though 

not RTs). This is again similar to Experiment 1, in which the grammatical class effect was 

separable from concreteness for typing accuracy. For L2 to L1 production (only in Experiment 

2), concreteness explained unique variance in Session 1 RTs in Session 1 but neither 

concreteness nor grammatical class was a significant predictor of Session 2 RTs. 

Overall the results from Experiment 2 replicate those from Experiment 1: significant 

effects of both concreteness and grammatical class on vocabulary learning accuracy and 

separability of the grammatical class effect from the concreteness effect on most measures. 

Experiment 2 also extended these results to accuracy on oral (L2 to L1) production.  

General Discussion 

 The results of this study demonstrate that both concreteness and grammatical class 

influence early foreign language vocabulary learning. Consistent with previous research on 

concreteness and grammatical class effects (e.g., Allen & Hulme, 2006; de Groot & Poot, 1997; 
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Imai et al., 2008; Kaushanskaya & Rechtzigel, 2012), accuracy was generally higher and RTs 

faster for concrete than abstract words, and accuracy was higher for nouns than verbs. 

Additionally, the results showed that both effects appear quite early in the learning process. This 

is consistent with recent research demonstrating an early emergence of semantic effects in word 

learning (e.g., Altarriba & Basnight-Brown, 2012; Ferré, Ventura, et al., 2015; Palmer et al., 

2013). Thus, evidence from both the current and previous studies suggests that when learning 

new (foreign language) words for existing concrete or abstract concepts, they are integrated into 

the semantic system relatively quickly. 

The current results also provide important evidence that challenges a strict concreteness-

based explanation for the source of noun/verb differences in language tasks. They thus provide 

support, at least in part, for more grammatically-based accounts (see Kambanaros & Grohmann, 

2015, for discussion; we return to this point later). This finding of a grammatical class effect that 

is clearly separable from concreteness has not been demonstrated previously in behavioral data 

from healthy adults. Indeed, most previous research examining concreteness or grammatical 

class effects either confounded these factors or ignored their variance across words, for example 

by studying concrete words or nouns only (e.g., Crutch & Jackson, 2011; de Groot, 2006; Ferré, 

Ventura, et al., 2015; Kambanaros et al., 2014; McDonough et al., 2011; van Hell & Candia 

Mahn, 1997; Zhang et al., 2013).  

There are a handful of previous studies with other populations (persons with aphasia, 

child L1 acquisition) or methodologies (neuroimaging, ERPs) that also provide evidence of the 

separability of concreteness and grammatical class effects. In a study of persons with aphasia, 

Berndt et al. (1997) found similar effects of imageability for both nouns and verbs, and found 

that performance was generally better for abstract nouns than for imageable verbs, suggesting 
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that the noun-verb difference was due to a factor beyond imageability. Similarly, Berndt et al. 

(2002) found that even when nouns and verbs were matched on imageability, persons with 

aphasia still processed nouns more accurately than verbs. In a study on child L1 word learning, 

McDonough et al. (2011) examined the impact of imageability, grammatical class, and word 

frequency on words’ age of acquisition. Grammatical class was a significant predictor of age of 

acquisition, and imageability accounted for additional unique variance beyond grammatical 

class. Unfortunately, the authors did not report whether they tested the predictors in the opposite 

order, making it unclear whether grammatical class would be a significant predictor of age of 

acquisition beyond imageability. Szekely et al. (2005) examined the differences between object 

and action naming and concluded that there are “profound” differences (p. 21) between naming 

actions and objects that cannot be accounted for by factors such as semantic complexity, 

frequency, and age of acquisition.  

Using neuroimaging methods, Bedny and Thompson-Schill (2006) used semantic 

similarity judgments to examine the neural correlates of imageability in nouns and verbs. They 

found some brain regions that responded to imageability similarly across both nouns and verbs, 

as well as anatomically separate effects of imageability and grammatical class. These results 

suggest that grammatical class effects cannot be attributed solely to differences in imageability. 

Lee and Federmeier (2008) examined the concreteness effect in ERPs, specifically the 

semantically-sensitive N400 component, and similarly found concreteness effects for both nouns 

and verbs. Overall, then, the results from previous studies with different populations and 

different methodologies are consistent with the current results, adding support to the finding that 

the grammatical class effect is not due solely to differences in concreteness between nouns and 

verbs. 
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It should be noted that although the results were generally consistent across the two 

experiments reported here, there were some minor differences. For example, the typing test cycle 

with the largest noun-verb accuracy difference was Test 2 for Experiment 1 but Test 3 for 

Experiment 2 (a numerical trend, not confirmed statistically). One possible reason for the slightly 

differing results across experiments stems from the different types of stimuli used and the 

somewhat different nature of the learning task. In Experiment 1, items were a uniform four 

letters long; this is a relatively easy, but unrealistic, learning task. In contrast, in Experiment 2 

the target items were real German words and varied much more widely in length. Not only is 

learning authentic German words likely a more difficult task than learning short English 

pseudowords, the German words were on average over twice as long (8.6 letters) as the 

pseudowords from Experiment 1. Although the items were matched on English and German 

word length when comparing concrete versus abstract words and nouns versus verbs, the greater 

length of the items in Experiment 2 may have led to an overall more difficult task, thus 

impacting the concreteness and grammatical class effects. This difficulty explanation is 

supported by the fact that when the target items were real German words, a significant effect of 

grammatical class appeared already at Test 1 and grew in size for each test cycle. It should also 

be noted that although the noun-verb difference was numerically smaller at Test 3 than at Test 2 

for Experiment 1, both effects were still significant.  

Although there were some differences between the two experiments (number and type of 

target items, instructions to say the items aloud, addition of the L2 to L1 production task and 

second session), the vocabulary training and typing task were fundamentally the same across 

both experiments and thus the results from the typing task can be directly compared. In fact, 
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finding the same pattern of results across both experiments, despite the differences between 

them, demonstrates the robustness of a separable grammatical class effect.  

One possible limitation of the current results relates to the difference in the number of 

senses between the nouns and verbs. As is common (e.g., Gentner, 1981), the verbs used in these 

experiments typically had more senses than the nouns, raising the possibility that this contributed 

to the grammatical class effect. The picture is complicated, however, by inconsistent previous 

findings regarding the impact of number of senses. This variable is modulated by other factors 

such as task demands, relatedness of meanings, method for defining number of senses, and type 

of distractors; in some cases, words with more senses actually show an advantage (e.g., Azuma 

& Van Orden, 1997; Borowsky & Masson, 1996; Haro & Ferré, 2018; Piercey & Joordens, 

2000; Rodd et al., 2012; Rodd, Gaskell & Marslen-Wilson, 2002). Thus, it cannot be definitively 

concluded whether the larger number of senses for verbs in this study influenced the grammatical 

class effect. Regardless, such an influence is not incompatible with our broader conclusion that 

the grammatical class effect cannot be attributed solely to concreteness differences. Further, 

previous research on the concreteness effect has indicated that the effect is attenuated or absent 

when experimental items are limited to words with a single sense (Basnight-Brown & Altarriba, 

2016; Tokowicz & Kroll, 2007). If we had limited the words used in these experiments to only 

those with a single sense, this would have increased the risk of not finding a significant 

concreteness effect, thus making it more difficult to clearly demonstrate a grammatical class 

effect that is significant above and beyond concreteness. Finally, it should be noted that although 

WordNet is widely used for semantically-related research, it has been criticized for parsing 

senses in too fine-grained a way (McCarthy, 2006), raising the possibility that the greater number 
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of senses for verbs in these experiments was partially an artifact of the database. Future work is 

needed to clarify these issues. 

Overall, the results from the current study provide strong evidence that, in neurologically 

healthy adults, the grammatical class effect is distinct from the concreteness effect and cannot be 

accounted for exclusively by inherent concreteness differences between nouns and verbs. This is 

consistent with previous research using different populations and methodologies, and also with 

previous findings demonstrating that, though robust, concreteness effects may be less robust than 

other word-level effects such as cognate status (Ferré et al., 2017). However, ruling out a strict 

concreteness-based explanation still leaves a number of possibilities for the source(s) of the 

grammatical class effect, some of which the current data can address.  

At the conceptual/semantic level, other differences between nouns and verbs may be a 

factor, such as the type of representational features (perceptual versus associative; Druks, 2002; 

Kambanaros & Grohmann, 2015; Mätzig et al., 2009), type of semantic organization 

(hierarchical versus matrix-like; Black & Chiat, 2003; Druks et al., 2006; Earles & Kersten, 

2016), or number of senses (though this research has focused primarily on proficient bilinguals 

translating ambiguous words; e.g., Basnight-Brown & Altarriba, 2016; Boada, Sánchez-Casas, 

Gavilán, García-Albea & Tokowicz, 2012; Laxén & Lavaur, 2009). Although these factors may 

contribute to the grammatical class effect, the finding that lexical effects are less influential on 

receptive and comprehension-based tasks (Romani et al., 2008; Szekely et al., 2005; Vigliocco et 

al., 2011; Wang et al., 2010) suggests that the primary source of the grammatical class effect is 

not at the conceptual level (Howard & Gatehouse, 2006; Kambanaros, 2009; Kambanaros & 

Grohmann, 2015), because a conceptual-level source should lead to similar difficulties or 
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differences across tasks and modalities. This conclusion, that conceptual differences do not 

primarily drive the grammatical class effect, is consistent with the present results. 

Beyond the conceptual level, many studies of the grammatical class effect have adopted 

Levelt’s speech production framework (Levelt, 1989; Levelt, Roelofs & Meyer, 1999) and used 

patterns of naming errors to determine whether grammatical class effects were the result of 

deficits at the lemma or lexeme levels of representation (e.g., Hanley, Hunt, Steed & Jackman, 

2013; Kambanaros, 2009; Kambanaros, Grohmann & Michaelides, 2013). Because the lemma 

level is associated with grammatical encoding, difficulties there should lead to grammatical class 

errors (Kambanaros, 2009; Kambanaros et al., 2014; Kambanaros & van Steenbrugge, 2006); 

because the lexeme level is associated with morpho-phonological encoding, difficulties there 

should lead to morphological and/or phonological errors (Hanley et al., 2013; Kambanaros et al., 

2014). However, these expected patterns are frequently not found, suggesting that lemma- and 

lexeme-level representations are not the source of grammatical class effects (Kambanaros, 2009; 

Kambanaros & Grohmann, 2015; Kambanaros et al., 2014). This is also consistent with the 

current results. In these experiments neither the target items nor their English translations were 

inflected and there was no explicit instruction or focus on phonological representations for the 

target words. Thus, difficulties with the phonological or morphological representations could not 

have driven the separable grammatical class effect.  

In previous studies, some researchers have concluded that the grammatical class effect 

may derive from access to, and the connections between, the lemma and lexeme levels, rather 

than the representation at either level per se (e.g., Hanley et al., 2013; Howard & Gatehouse, 

2006; Kambanaros & Grohmann, 2015; Kambanaros et al., 2013; Kambanaros et al., 2014). 

Though most of these studies have used Levelt’s (1989; Levelt et al., 1999) model as their 
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theoretical framework, connectionist computational modeling has also shown that the links 

between meaning and form can be impacted separately from either representation (Li & Farkaš, 

2002; Li, Farkaš & MacWhinney, 2004). Although the current results do not provide direct 

evidence for this explanation, they are not inconsistent with it. Future research, using converging 

evidence from multiple tasks with varying levels of language involvement, is needed to evaluate 

this possibility. At the same time, it is important to remember that the source(s) of the 

grammatical class effect are likely multiple and variable across individuals (Breedin, 1996; 

Crepaldi et al., 2011; Howard & Gatehouse, 2006; Kambanaros, 2009; Kambanaros & 

Grohmann, 2010; Kambanaros & Grohmann, 2015; Kambanaros et al., 2014; Li et al., 2004; 

Mätzig et al., 2009; Vigliocco et al., 2011). 

To conclude, the current research provides the first direct behavioral evidence in healthy 

adults of the separability of the grammatical class effect from the concreteness differences that 

exist between nouns and verbs (e.g., Bird et al., 2000; Chiarello et al., 2002; Kauschke & 

Stenneken, 2008). The results challenge a strict concreteness-based explanation for grammatical 

class effects and suggest that additional factors, such as the strength of connections between 

levels of lexical representation (e.g., lemma and lexeme), must be at play. Along with previous 

studies, the current study suggests that the appearance and relations among these two effects may 

vary by language measure and task demands, providing an important avenue for future research. 

In fact, Crepaldi et al. (2011) suggested that the level of processing involved in a task (e.g., 

semantic processing vs. phonological encoding) may interact with the appearance of grammatical 

class effects. If this is the case, the grammatical class effects found in the current study (which 

were often stronger than the concreteness effects, despite the use of semantically-demanding 

translation tasks) suggest that the involvement of semantics (beyond concreteness) may be a 
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crucial component of the source of grammatical class effects (and would be consistent with the 

suggestion that the connections between the lemma and lexeme levels of lexical representations 

are implicated). Examining this issue further could be accomplished, for example, by examining 

concreteness and grammatical class effects in clinical populations with deficits in varying aspects 

of lexical processing (e.g., Crutch, Connell & Warrington, 2009; Crutch & Jackson, 2011; 

Crutch & Warrington, 2007), comparing concreteness and grammatical class effects with items 

differing in morphological richness (Longe, Randall, Stamatakis & Tyler, 2007), modifying 

target words to increase or decrease participants’ reliance on phonological representations for 

memory (e.g., Romani et al., 2008), increasing or decreasing the level of semantic access 

required for task completion (e.g., Borowsky & Masson, 1996), or examining the impact of 

individual differences in cognitive abilities such as phonological short-term memory on these 

lexical effects. If task-based or level-of-processing dissociations are indeed confirmed, this may 

provide important insight into the source and development of grammatical class effects, how 

they differ from concreteness effects, and the underlying natures of bilingual lexical 

representations and lexical access that lead to such effects. 
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1 We use ‘concreteness’ to refer to both concreteness and imageability, which, although not 

exactly the same (e.g., Paivio, Yuille & Madigan, 1968), are very highly correlated (e.g., de 

Groot & Poot, 1997; Hanley et al., 2013; Howard & Gatehouse, 2006; Maguire et al., 2006; 

Mestres-Missé et al., 2014; Palmer et al., 2013; Romani et al., 2008). 

2 The data from both experiments were also analyzed using linear mixed effects models (LMEs), 

implemented via the lme4 package in R (Bates, Maechler, Bolker & Walker, 2014), given the 

growing preference for this approach (Baayen, Davidson & Bates, 2008; Baayen & Milin, 2010). 

However, we report here the results from the ANOVAs and linear hierarchical regressions 

because the analyses with LMEs required the use of multiple different optimizers and random 

effects structures (e.g., including or excluding random slopes for interaction effects) to achieve 

model convergence. This means different models are difficult to directly compare (e.g., across 

test cycles or across sessions). In all cases the pattern of results from the LMEs was the same as 

from the ANOVAs and linear hierarchical regressions and support the same interpretations and 

conclusions. 

3 This length was determined during pilot testing; it was the average amount of time needed to 

repeat the pair two times, plus a 250 ms buffer. 

4 After completing the language tasks, participants completed measures of cognitive individual 

differences; these results are not analyzed here. 

5 To address this issue further, we calculated the Bayesian posterior probabilities of the null and 

alternative hypotheses (regarding the presence of a concreteness effect) using the BIC 

approximation described in Wagenmakers (2007) and Masson (2011). According to the 

interpretations suggested by Raftery (1995), the results suggest strong or very strong evidence 

for a concreteness effect for all measures on both tasks on Session 1, and for L2 to L1 production 
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accuracy and RTs on Session 2 (though only weak evidence for a concreteness effect in typing 

accuracy on Session 2). We thank Montserrat Comesaña for this suggestion. 
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