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AN ABSTRACT OF THE DISSERTATION OF

LEI CHENG, for the Doctor of Philosophy degree in Physical Chemistry, miexsen
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TITLE: FIRST-PRINCIPLES DENSITY FUNCTIONAL THEORY STUES OF
REACTIVITIES OF HETEROGENEOUS CATALYSTS DETERMINED BY

STRUCTURE AND SUBSTRATE

MAJOR PROFESSOR: Dr. Qingfeng Ge

In this dissertation, density functional theory (DFT) calculations wezd s
investigate (1) N@adsorption on BaO in NGstorage Reduction (NSR) catalyst affected
by the morphology of BaO and theAl O3 support, (2) energy barrier ot ldissociative
adsorption over Mg clusters affected by its electronic structure, andnipjacison of the
activities of CeQ clusters affected by two different supports—monoclinicZa@d non-
spinely-Al,03. Our results showed that the electronic effect caused by the non-
stoichiometry of the bare BaO clusters and surfaces improves theivitezctoward
NO, adsorption greatly, whereas the geometric structure of the catatyshly minor
effect on the activity; we also found that §hél,O3; substrate improves the reactivities of
the supported BaO clusters and at the same time the interface betweandgaf,0;
provided a unique and highly reactive environment fop B@sorption. Hydrogen
dissociation barrier over pure Mg clusters is greatly affected bgléagronic structure of
the clusters—closed shell clusters such as,Mgd Mg* have higher energy barrier
toward H dissociation; however, Hlissociation over clusters that are two electrons shy

from the closed electronic shell are relatively easier. As substnaiéiser ZrQ(111) nor



v-Al,03(100) affects the reactivity of the supported@gtoward CQ adsorption and
CO physisorption significantly; whereas the reactivity of@doward CO reactive

adsorption were found to be affected by the two substrates very differently.
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CHAPTER 1
GENERAL INTRODUCTION AND OUTLINE

Heterogeneous catalysis plays a vital role in many industrial opesaind many
other processes. These processes include oil refjminmpuction of fertilizers, as well as
eliminating the pollution from chemical and petroleum processes, and vehicular
emissiong. The advancement of fuel-cell technologies also rely on the development of
more efficient catalysts at both electrotiéteterogeneous catalysis is a type of catalysis
process where the catalyst is in a different phase from the reactant.llMdneaatalyst
is a solid and the reactants are gas or liquid. The catalytic procesy psaededs by the
chemsorption of the reactants to the catalyst surfaces, and the strengthracigGsigc
of the chemsorption determine the performance of the catalyst. Therefore, ¢jagning
knowledge of the catalyst performance as a function of the chemical compasit
molecular structure of the catalyst surface or nanocluster is tmesdundation for
heterogeneous catalysis.

The state-of-the-art modern experimental approaches provided useful tools for the
study of this field. For example, low energy electron diffraction (LEEMidely used to
characterize the structure of the surf4€e$he yet more powerful scanning tunneling
microscopy (STMJ® and atomic force microscopy (AFM)* allow the viewing the
surface at the atomic level. Vibrational frequencies from high resoldgotr@n energy
loss spectroscopy (HREELS) or reflection adsorption infrared spectrofRégpiRS) are
used to characterize the adsorbed reactive molecules on the surfaces. Suremea
adsorption and reactivity from temperature programmed desorption (TPD) and

temperature programmed reaction (TPR) experiments provides quantiéivedtion



on the elementary adsorption and reaction steps that occur on these model sarfaces.
addition, the technique of synthesizing metal clusters on well-defined thin drid&fi®
enables the more controlled preparation of catalysts. With these carefplyque
samples, some atomic details of the catalysts were revealed and condigictirsgethe
performance of catalysts were well understood.

Despite the valuable information we can obtain from the experiments, thalsare
phenomenon and insights into the system hitherto unobservable using pure experimental
approaches. For example, some experimental approaches merely reagaldige
behavior of a system, while the contribution of distinct localized domainsigesct
cannot be measured. Furthermore, some experimental data are hard to be ohiduprete
to the complexity of the system and the coupling of multiple interactions. Fopkxam
the information of molecular bonding and orbital and electronic charge distributions
cannot be obtained from experiments. The strength of interactions and thve relati
stabilities between different structures cannot be predicted by expesiniaet
information of a complete reaction pathway cannot be described by any exgalime
approach. Therefore, an approach beyond experiment is needed to predict the
unobservable properties and improve the interpretation of the experimental data.

Quantum mechanics methods can be used to solve some of the problems that
experimental approaches failed. By applying different theoreticdlods, most of the
molecular behavior can be predicted. For example, the structures and tlie eslatgies
of a molecule or solid can be calculated to obtain the knowledge of stable atomic
structures of a system. The frequency calculations of each individual mode usedlde

assign the peaks from experimentally obtained spectrum. Some methods based on



transition state theory can discover the complete reaction pathways, toaictiia
transition state structures and also determine which of the pathways is vuwablia for
the reaction. Depending on the quantum theory being used, there are several types of
computational methods: ab initio method, semi-empirical/empirical method, uteolec
mechanics and molecular dynamics. Here we consider the density functiongal theor
(DFT) belong to ab initio category since the molecular Hamiltonian needs tovied sol
although some of the functionals employ parameters derived from emgdateal

In this dissertation, a brief review of the DFT and its implementation in
computational packages are present in Chapter 2. The transition state fipdiedia
my work is also briefly discussed in this chapter. Chapter 3-5 presents my&thdy
properties that influence the activities of catalysts: geometriclanttanic structures of
a catalyst, defect and substrate effect. Chapter 3 presents how the mogshol&@aO
surfaces and clusters, as well as the existence of defects and suppateswdsttct the
BaO-NQ interaction. Chapter 4 reports the influence of the electronic structures of
magnesium clusters on the energy barriers of magnesium-catalyzieskbkiation. The
effect of the nature of the support substrate on the reactivities of the suppoded met
oxide was studied in Chapter 5. The reactivities of monoclinig@dQ) and non-spinel
v-Al,05(100) supported GO, clusters toward CO and G@dsorption were compared to

reveal the different support effects.



CHAPTER 2
COMPUTATIONAL METHOD

2.1. A Brief History of Quantum Mechanics

Toward the end of the nineteenth century, thanks to the work of the great physicists
most important principles of the classical physics have been discovered anat bocag
high degree of sophisticatibh The turn of 28 century is a heady era of great success for
a more profound discoveries and revolution that impact the science field ofghysic
chemistry and biology, as well as engineer and technologies. This revolutiswstia
the birth of the theory of relativity and quantum mechanics and these two consgtiitite
now is called modern physics. Modern physics completely altered our way to libek at
world. Quantum mechanics was initially developed to provide a better explanatien of t
behavior of systems at atomic length scales and smaller, especialletha g5 light
emitted by different atomic species. After several decades ofapemeht, quantum
mechanics nowadays not only plays a very important role in the field of physics,dut als
has its many applications in chemistry.

In early 1838, Michael Faraday discovered the “cathode rays” when passing curre
through a rarefied air filled glass tube. These cathode rays are astealtys of
electrons. In 1897, the British physicist Joseph John Thomson performed aveesidyg
of the famous oil drop experiment of Millikan and calculated the charge and mhss of t
electron. Although his calculations of charge and mass were in error by 50%, the
experiment did show that there exists a subatomic particle much lighter thayhtést|
atom. After Gustav Kirchhoff's study of the black body radiation problem in 1859,

Ludwig Boltzmann suggested in 1877 that the energy states of a physical system could be



discrete. Finally in 1900, Germany physicist Max Planck successful proposed a
mathematical formula for the discrete energies of the black body:

& = nhv, (2.1)
wheren is an integerh is a constant andis the frequency. However, Planck’s theory
was too revolutionary to be accepted by most physicists at the time. Adesvigeer, in
1905, Einstein explained the photoelectric effect using the very same ideald$ Riad
obtained a value df in close agreement with Planck’s value. In 1907, he further proved
that the mechanical vibrations of the atoms in crystals are also quantizednEsdhen,
the idea of quantization condition became provocative. In effort of explaininghéhe li
spectrum of hydrogen, Niels Bohr formulated a model of hydrogen atom that gasd
accordance with the spectrum. However, Bohr’s theory could not be successfully
extended to explain some phenomenas such as the spectrum arising undezti magn
field. The stage for the next advance was set by de Broglie, who, in 1923, pdshaate
electrons and other particles have waves associated with them and the gthuslen
given by

A=h/p, (2.2)
wherep is the momentum of the particle. Combining this wave nature of particles with
Bohr’s theory, the quantization of Bohr orbitals can be explained by whether theswave i
in phase of the orbital. In 1926, the electron was experimentally shown to act like wave
for the first time by George Paget Thomson, J. J. Thomason'’s son. Following the
discovery of both particle-like and wave-like properties of atomic and subatomic
particles, Schrodinger found a wave equation that governs the behavior of thasesparti

in 1926°.



The Schrédinger’s equation is a very fundamental equation in quantum mechanics.
The solution of this equation is called wavefunction. It is the most complete descript

of any system. The general equation for one particle can be written as:
. 2
2 W(r,t) = A¥(r, t) =— - V2W(r,t) + V()¥(r, b), (2.3)

whereW(r, t) is the wavefunctiom, is the position in three-dimensional spaids the
Hamiltonian operatom is the mass and(r) is the potential at poimt The time-

independent Schroédinger’s equation can be written as:

EP(r) = - v2p(r) + V(p(r), (2.4)
which formulated the Schrodinger’s equation as an eigenvalue problem.

Shortly after Schrddinger’s equation for the electronic wavefunction Wialsteal for
simple small systems likesthnd many-electron atom He, there was a saying that
chemistry had come to an end because all the chemistry can be entiralgexbmt the
powerful equation. However, in most of the cases, the quantum mechanical equation is
way too complicated to be solved exactly, so finding proper approximation to
Schrddinger’s equation became an intuitive and straightforward solution. As wiatt
fact, during the decades after Schrodinger’s equation, the entire fiebdngiutational
chemistry is built around approximate solutions. Some of these solutions are very crude
and others are expected to be more accurate than any experiment that Bas yet b
conducted. The knowledge of each approximation and how accurate the results are
expected to be the key to the choice of method. Extremely powerful computers,
sometimes supercomputers, are needed for obtaining very accurate resdtallGehe
larger the system is (containing more particles), the more expensive thataton is.

2.2. Density Functional Theory



Density Functional Theory (DFT) method uses the electron density ofesrsis
provide us the properties of the ground states. It was first introduced in 1960s by
Hohenberg-Kohft and Kohn-Sham in two of the seminar papefs Later, the theory
has attracted a lot of research interest in improving the adaption of the method for
practical computational use. The last few decades have witnessed thengrevai
applications of DFT method—especially after 90s, the usage of the method has thcrease
exponentially. It is so far the most successful and most promising approachpisteom
the electronic structure of the matter. It also calculates a larggywaf molecular
properties such as molecular structures and energies, vibrational frequelecies and
magnetic properties and reaction pathways, etc. It is among the most pogilladsn
available in condensed matter physics, computational physics, and computational
chemistry... Nowadays, it is often referred to as “theory of the moment”. In 19818&1W
Kohn was awarded with the Nobel Prize in Chemistry for his contributions to the
“development of the density functional theory”, symbolizing the recognition of the
contribution of the theory to physics and chemistry science societies.

There are three important benchmark works in DFT development history: First, the
rudimentary but inspirational form of DFT that was discussed in 1927 by Thomas and
Fermi, known as Thomas-Fermi theory. In 1964 and 1965, the Thomas-Fermi theory was
put forward in two seminar papers, known as Hohenberg-Kohn theory and Kohn-Sham
equation. These three benchmarks will be introduced below:

2.2.1. Thomas-Fermi Theory
The Thomas-Fermi theory first introduced electron density instead of uventein as

the variable to quantum equations. The theory considered interacting electrons imoving



an external potential field and it has a very crude description of electrongy emeéerms
of the electron density distributiot(r):
n(r) = y(i— ve(r))*/?, (2.5)

where
Verr(r) = v(r) + f%dl"- (2.6)

w« in Equation (2.5) is the coordinate-independent chemical potentialiardconstant.
Equation (2.6) calculates the difference between external potential étheerfim) and the
electrostatic energy that is generated by the electron densiiputisin n(r) (the second
term). The number of electrons within a small enough distance elemient
homogeneous and can be expressed®gir. So the energy of the system can be

calculated by:

Erp[n(m)] = f%(?)nz)%n(r)gdr +[ v(r)n(r)dr + %f&nr(,rll)drdr’, (2.7)

=
where the first term is the electronic kinetic energy calculatedtbygrating the kinetic
energy density of homogeneous electron gas.

One big breakthrough of the Thomas-Fermi theory is it provided a crude form of
expressing the solution of the many-electron Schrodinger’s equation in terrastojrel
densityn(r) instead of in terms of wavefunctidn so we can characterize the electronic
structure of the system by knowing the electron demsity. However, Equation (2.5)
was based on the expression of a uniform electron gas distribution under thd externa
potential, so the theory suffers many deficiencies. First, the gradients(r) were
obviously ignored. Therefore, the theory only applies for systems with slowlyngary
density. Second, the description of kinetic energy is very crude. While the kimetgye

represents a substantial portion of the total energy of a system so thersmali e
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kinetic energy description for each point can lead to disastrous results. 8olyt good

in describing the qualitative trends of energies. Third, the electron-electeoadtion is
over-simplified. These interactions were treated classically soo tleé quantum
phenomenon was not taken account of. The theory totally fails to calculate chemical
bonding>?* Although later on, the gradient, exchange and correlation were made to
improve the method, it was generally considered too rough to be useful for the
applications of electoral structure calculation.

2.2.2. Hohenberg-Kohn Theory

Unigueness:The first important lemma of the Hohenberg-Kohn theory is the proof
of “the ground state density(r) of a bound system of interacting electrons in some
external potential(r) determines this potential uniquely”. The proof of this lemma was
simply assuming an electron densitf), corresponds to two non-degenerate ground
state potentials; (r) andv, (r) with ground sate wavefunction ¢f, andys,. However,
the ground state energy E1 and E2 calculated from the two different potential and
wavefunction but the same electron density yielded E1 + E2 < E1 + E2, contigadicti
with the assumption that two states are non-degerferakerefore, the ground state can
be uniquely determined by the ground state electron dengity.

Variational Theory: The variational theory, which is very useful to a lot of quantum
method, stated that the expectation value of the Hamiltonian for a trial wavefunist
be greater than or equal to the actual ground state energy. Based on the uniqueness
theorem, the ground state energy can be solved if the groundstate electronngénkity
is known. So adding the Variational Theory on top of it, the ground state energy can be

solved by minimizing the energy in terms of electron density. The energy can be



written as a summation of kinetic energy, electrostatic energy and tlyy eh&on-

interacting electron moving under external potential:

E[n(r)] = T[n(r)] + U[n(r)] + fV(f‘)n(F)d3r, (28)
where the first two terms are independent of external potéffiipland can be expressed

using a universal functional of the electron density n(r):

T = f13_0 [3n2n(r)]§n(r)dr (2.9)
U=2J l:_(?,ldr’dr (2.10)

So, the Hohenberg-Kohn Theory provided a form of calculating energy in terms of
electron density. But the method is not accurate due to the inadequate repoasehtat
the kinetic energy T.
2.2.3. Kohn-Sham Equations

Following the Hohenberg-Kohn theorem, the Kohn-Shawn theorem stated that if we
can find the true ground state electron density, we find the lowest energysgstam
and thus the ground state of the system. Furthermore, the theorem provided a way of
finding the ground state density. Kohn and Sham proposed the ground state energy can be

written as a functional of the charge density:

n(r)n(r)
E[n(r)] = T[n(r)] + Eext[n(r)] + l/Zf Ir— 1’| + Uxc[n()]: (2-11)

where the first term is the kinetics energy and the second term is tlaetitebetween
electron and the external potential. The third and fourth terms are elelgctnore
electrostatic interaction and the non-classical exchange-correlatogye respectively.
The last two terms combined describe the electron-electron interaaspired by the

self-consistent single particle equations for the approximation of theoglecstructure
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by Hartre@>**where every electron was regarded as moving in an effective single

particle potential, Kohn and Sham then reintroduced the single particle waiafsnct

n(r) = X, i (M (). (2.12)

The kinetic energy can be written in terms of wavefunctions by:

TIn(r)] = — S0y < ]V >. (2.13)

Equation

fl/)f(r)l,bj(r)dr = 51’,;’ (2.14)
guarantees the orthonormality of the wavefunctions. These wavefunctions are the
solutions to the Schrodinger’s equation of non-interacting particles moving in an

effective potentiab, ¢ (r):

~ L 02y (1) + Ve (i (r) = ethi (1), (2.15)
where
Vorr(r) = Vexe () + v (r) + 5 [ 20 dr. (2.16)

The exchange-correlation potential is given by:

SEXC n(r
Uy (1) = #f))]- (2.17)

So the energy of the system can be written as:

i 5Exc n(r
E[n] = 2{1:1 & — 1/2 f |:£I‘3| + EXC[D(I‘)] - f#r())]n(r)dr, (218)

wheree;s are the eigenvalues of non-interacting single-particle equation which is
supposed to be an “exact” term.
Now the attention turned into the exact form of the exchange-correlation functional

Actually, this term is so important that the practical use of the ground dtatemirely
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depends on the accuracy of this approximation term. The discussion of the exchange-
correlation term will be presented in the following section.
2.2.4.Functional Effect

This exchange-correlation term is, in my opinion, the beauty of DFT because we do
not need to deal with the electron exchange and correlation term explgitigae. In
Hartree-Fock method, the electron correlation energy was ignored anddtrerel
exchange term has to be treated by solving the mixed wavefunction terms ohtliffere
electrons. Sometimes these crossing terms from the electron exclaange really
“nasty” and solving them cost a lot of computational effort. While in DFT, not only was
the electron correlation calculated, it was treated along with the exebemngwhich
makes the calculation a lot easier. The idea of treating electron exarahgerrelation
together is great, however, the exact form of this term is unknown. Therefore,diké lot
the other quantum theories, approximations were made to express this term.

As discussed above, finding a good approximation of the exchange-correlation
functional is critical for the proper application of DFT. As a matter of &fter the
appearance of the Kohn-Sham equation, a lot of research effort has been focused on
developing an accurate approximation functional which, at the same time esulfici
simple to be solved. There are three categories of exchange-correlattinrfal—the
local density approximation (LDA), general gradient approximation (GGA) andcdchyb
functional.

The LDA functional is the simplest approximation for Hg.,). The exchange-
correlation term can be approximated to the energies of a homogeneous electron gas of

the same local density:
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Eexn) = J exc(n(r))n(r) dr (2.19)
where thee,.(n) is the exchange-correlation energy of a uniform electron gas of density

n. The exchange part is given by

ey(n) = — 222 (2.20)

I's

whererg is the radius of a sphere containing one electron. The correlation part was first

estimated by Wingnéf:

0.44
rs+7.8 "’

ec(n) = — (2.21)

reflecting the combined effect of the Pauli principle and the electrotrataateraction.
The accuracy of the exchange energy for the LDA form is typically wiib®a,
while the correlation energy, which is normally much smaller, is generaltgtonated
by up to a factor 2. Fortunately, the two errors typically cancel eachpahelly. Thus,
the LDA gives ionization energies of atoms, dissociation energies of uledeand
cohesive energies with a fair accuracy of typically 10-20%, while the bonith$enig
molecules and solids are typically decent with an accuracy of 2%. HoweveDAhe
calculations are insufficient for most applications in chemistry, edjyeaiaen it comes
to systems like heavy fermions, where the electron-electron intevagftect dominates.
The GGA is an improved form based on the LDA functional by including the gradient

expansion term:

Eexm) = J exc((®), | 9n(r) Dn(r) dr. (2.22)

Furthermore, some of the GGA methods that were developed in recent years often have
been empirically calibrated to optimize the accuracy of the atomizatiogienef

standard sets of molecules and have really successfully produced the stanctural
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energetic properties of various systems. Major contributors include A.ReBBC.
Langreth, M. Levy, R.G. Parr, J.P. Perdew, C. Lee and W. ¥dagamples of
commonly used GGAs are PW91 and PBE.

Another successful functional was introduced is the hybrid method which
incorporates linear combination of exact exchange from Hartree-Fock thebry wi
exchange-correlation from other sources. The idea was first introducexebiaécke in
19932° For example, the famous B3LY¥" functional is written as:

ERMP = E2% + ap (B — EXP) + a (E{” — EXP*) + a (EESA — E¢PY),

(2.23)
where the values of the three parametgrs, anda, are determined by fitting the
predicted values to a set of experimental data such as atomization eardgiesization
energies etc.

GGA's and hybrid approximations have reduced the LDA errors of atomization
energies of standard set of small molecules by a factor 3-5. This improvedcydoas
made DFT nowadays a very important and popular computational method of quantum
chemistry. The hybrid functional can even deal with some problems that cannot be
achieved by the LDAs and GGAs such as the highly localized f electromamsititvn
metals.
2.2.5.Overview of Theory
2.2.5.1. Major Contributions of Theory

Fundamental Understanding (DFT v.s. Hartree-Fock)Following Schrédinger’s
eqguation, traditionally, we consider a system as Hilbert space of singtdeparbitals

and the wavefunctions are the most important variables for a system. While the DFT

14



provided a complimentary perspective by focusing on quantities in real coorsiiaats
n(r), so this is conceptually a totally different point of view. In addition, the exchange
correlation energies were included in DFT and they were cleverliewtbgether using
and approximated functional.

Practical: Another success of the DFT is it is actually a very practical method for the
study of quantum system. In quantum computations, Hartree-Fock method is a basic
method that provides a “reasonable” physical description of the interactions such as
attractions, repulsions and electron exchanges between nucleus and electrgsteaf.a s
However, the method has its limitation: by increasing the complexity dfabie set in
the calculation, the convergence eventually reaches to the “exact” solutiorHzrthee-
Fock calculation and this is called Hartree-Fock limit. Unfortunately, thi¢ i still far
from the exact description of many electronic structures and propertigly sine to the
ignorance of the electron correlation term. For example, Hartree-Flothkatens yield
poor results for the dissociation energies and even worse results for tienreaergies.
DFT, along with others such as perturbation theory (MP2, MP3 and MP4 calculations),
configuration interaction method and coupled-cluster method are considered “beyond
Hartree-Fock” approaches. These “beyond Hartree-Fock” methods providecoorate
computational results by including the correlation energies. HoweveptekeeDFT, all
the other “beyond Hartree-Fock” methods all suffer a big drawback: if we use
tranditional wavefunction methods, when the system size increases, @ penai we
encounter a so called “exponential wall’—as the particle number incréases,
computational effort increases exponentially. While the computational effbiff bfis

significantly lowered, thus the computation of large systems becameauleieThe

15



“practical” success can be explained by showing the difficulties of sairadgional
Hartree-Fock in terms of wavefunction below:

The original Hamiltonian is written as:

~ h? h? Z ZoZ
H=-— ?1V2__ m1Vz Zm a+2 1Z]>1 +Zla 122">a,§7f

2m 2mg
(2.24)
After the first “famous” approximation, that is, Born-Oppenheimer appraton,

the electronic Hamiltonian can be written as:

~ h? Za
Hepee = ~om =1V 1Zm + Z 1Z]>1 (2.25)

where there are only three terms left—the electron kinetics, the nusttiesl attractions
and the electron-electron repulsions. The first and second terms in Equation 2.25 are
usually very straightforward and easy to deal with, but the electron-elécteoaction is
often cumbersome. The Hartree-Fock method describe the electron-eletdrantion

USingZEjzl ]ij— Ki]-where

ffll’ (x1)¢ (x1) l/’;(xz)l/’] (x7)dxidx; (2.26)
= [ [¢; (x1)l/)](x1) ~Wi )P} () dx{dx;. (2.27)

J;j is Coumlomb integrals, and;Ks exchange integrals which covers the electron
exchange energy. It was the last exchange term of the Hartree-Fock modeddkate
Hartree-Fock equation not “separable” for each electron, and furthermoregsolvi
equations with this mixed term can be really “painful”. One of the reasons #why D
method is so efficient compared with the Hartree-Fock method is it avoids dedhng
this term. Instead, only the Schrédinger’s equations of single partietekto be solved.

2.2.5.2 Applications
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DFT has been successfully applied to calculate various ground state propeaties of
lot of different systems. Theoretically, any property that can be deriveditang
Schrédinger’s equation can be calculated by the DFT. Those properties tyipiciaitie:
mechanical properties (elasticity and plasticity), phonons and thermodynamic
theoretical crystallography and mineralogy. It can also deal with sbhemical
processes such as heterogeneous catalysis (oxidation and hydrogenation),
hydrodesulferization and isomerization cracking, as well as eléenastry and
electrocatalysis. Furthermore, the time-dependent density functionay (T&-DFT)*
is the extension of DFT method and can be used to calculate the excitedogtateqs
such as excitation energy and photoadsorption spectrum. The DFT method can also be
conveniently implemented into ab initio Car-Parronello molecular dynamics
simulationg® wherein the electronic degree of freedom is included.

Other techniques to improve the applications of DFT include: using high-perfamanc
code (MPI-based code, for example), good choice of basis set (planewaveridedxte
system, Pseudopotentials rather than full-electron methods) and tight-biratingtees
(semi-empirical).

DFT still have unsolved issues of dealing with certain systems and properties.
Because the DFT calculations are very sensitive to the electron damsitiyus it fails
for systems where electron density is not a slowly varying function suchnadeva
Waals energies between non-overlapping subsystems and electronic taitcienpimo
the vacuum near the surfaces of bounded electronic systems and electronic Wigner
crystal. The poorly calculated properties also include long range polanizatergies,

regions of evanescent electron densities, partially filled electron sinellszaction
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barriers. Only through proper special approximations, these problems can [ssiligce
treated.
2.3. Locating Transition States

Before the development of transition state theory (TST), the empirlwased
Arrhennius equation

Kk = Ae E/RT (2.28)

is generally acceptdd However, the equation is based the experimental observation and
does not have theoretical or mechanism base. The detailed consideration ofdlctopre-
A and the activation enerdywas not dealt with until 1935 when the TST was discussed
by Henry Eyring and by Gwynne Evans and Michael Polsinyilltaneously> >’ The
Eyring equation, also known as the Eyring-Polanyi equation

e = BT g=AGH/RT (2.29)

successfully addressed the two factors (pre-factor and activatiagyeirethe Arrhenius
equation. The fundamental assumption is that there exists a hypersurfaceeisgates
which divides space into a reactant region and a product region, and once the trajectory
passes through this dividing surface to the product direction it will never reékeoss
hypersurface again. Thus, the reaction rate can be calculated by fodtesaigraon the
activated complex which lies at the saddle point of the potential energy samfhtee

details before the transition state is reached is not important. A moredreérson of
transition state theory is the variational transition state theory (VV&Tl is

distinguished from the conventional TST by varying the definition of the dividing
surface. The dividing surface does not only intersect the saddle point, it is also

perpendicular to the reaction coordinate in all reaction coordinate dimensions. Thus, the
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dividing surface between reactant and product regions is variationally omtitoize
minimize the reaction rate. Some recent development of the original TST inclikd RR
theory®*?and quasi-equilibrium theory (QEf)etc.

In my study, the Nudged Elastic Band (NEB) metfidtiwas used to seek the
minimum energy pathway (MEP) and locate the saddle point of the MEP. The NEB
method was developed by Hannes Jonsson et al. The method is a very efficient approach
for finding MEP between given initial and final state even for systems withcaenplex
potential energy surfaces. In the NEB method, first a set of images dspicthe
system are constructed between initial and final states. Then a spriagtioteis added
to between adjacent replicas so that the images on the path are continuous. The spring
force limits any irrational movement of the images that would not end up with the
transition state and the system now mimics an elastic band. Figure 2.1 showsrthal pote
energy surface of a reaction that involves three atoms a, b and c. Atom b either thinds wi

a or c. At point AB, compound ab forms

0.5

-0.5

-1.5

Figure 2.1. A contour plot of potential energy surface for a three-atom system.
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and at point BC compound bc forms and these two points are both energy minimum on
the plot. The points at the straight line with small dots which connect to initialraaid fi
state AB and BC represent the set of images constructed at the beginning®f a NE
calculation. If the spring force didn’t exist between the images, optigithie images at
the straight line would lead to the images on the right hand side of the systaqifedi
region Q and those on the left into P at the end, which obviously would not lead to a
transition state. However, minimizing the force acting on the images witpthney
force, we end up with the MEP which is indicated by the line with large dots. To be more
specific, the tangent to the path at each image during the minimization walstesl so
that both spring force and true force can be decomposed into components parallel or
perpendicular to the path. Only the parallel spring force and the perpendeallnrce
should be included in minimization. This ensures that the spring forces only controls the
spacing between the images along the band but do not interfere with the convergence of
the elastic band to the MEP (the perpendicular spring force prevent the band from
following a curved pathway causing “corner-cutting”); at the same, tilhe true force
pushes the images into the MEP but does not affect the distribution of images along the
band (the parallel true force causes the images to slide away from trenargly regions
towards the minima, reducing the density of images where they aradnmeaeds.

The NEB has been conveniently adapted for conjunction use with the DFT
calculation code VASP. In my study, | used Bexl code developed by Henkelman et
al®®

2.4. Computational Codes
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The density functional theory has been implemented in various computational codes.
Two simulation codes were used in my study—the VASP and GAUSSIAN. Both codes
are very well commercialized and widely used.

2.4.1. VASP.The Vienna Ab-initio Simulation Package (VASP) perfoabsinitio
density functional theory calculations. It is by far one of the most popular catigmat
codes for calculations of infinite systems such as solid states and conoexiterd.

VASP uses plane wave basis set rather than localized basis set. The RAW one
ultra-soft pseudopotentials are used to describe the interaction between ion-and non
valence electron so that the size of the basis set can be reduced. The sgdrns
cycles and choices of numerical methods to calculate the electronic Kohng&hard-
state in VASP are quite efficient and robust. Periodic boundary conditionsedréous
treat infinite numbers of atoms. The package also includes the Monkhorst Pagipte s
the Brillouin zone. In the actual computation, only the atoms within one periodic cell wa
optimized and computed with the consideration of their interactions with atoms in the
neighboring cells. For example, a Gdtilk structure is shown in Figure 2.2. The system
is infinite, but in the actual calculation, only atoms in the highlighted unit cell is
computed, however, when calculating the atoms in the highlighted unit cell, their

interactions with the atoms in neighboring cells are also considered.
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Figure 2.2. Bulk CeQ structure. Atoms in each box are repeated in other boxes.

The VASP offers support for a large variety of flatforms, such as Pentium, Athlon,
IBM, HP, Cray and SUN(-). High performance computation (paralleled conspuge
available. All these features make the package very suitable fautations of extended
large systems. In principle, in paralleled computing the more processors@réhase
faster the calculation is. However, for the computer clusters, depending motlessor
type, there is always a critical number of CPUs, larger than which the coiopsa¢ed
does not increase linearly with the number of CPUs used—for example, computing on
four nodes might be two times faster than computing on two nodes, but computing on
eight nodes does not necessarily improve the efficiency by as much as feir tim

A typical VASP calculation requires at least four basic input files—IRCA
POTCAR, POSCAR and KPOINTS.

INCAR: The actual calculation control parameters are included in this file.ittedec
what calculations need to be done and how they should be done. The basic parameters are
as following:

IBRION = 2 lonic relaxation algorithm: 0-MD 1-quasi-New 2-Conjugated Gradient.
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POTIM = 0.50

ISIF = 2
NSW = 100
EDIFF = .5E-04
EDIFFG = .5E-03
ISPIN =1

ENCUT = 450.0

Time-step for ion-motion. The proper
value can speed up the calculation

What to relax. Typically 7- bulk, 2-cluster,
and 3 or 2 for surface.

Number of steps for ionic relaxation.
Stopping criteria before EDIFFG is reached.

tofping-criterion for electronic self consistent loop.

Stopping-criterion for ionic relaxation.
Typically ten times of the value of EDIFF.

pinState.1-unpolarized 2-polarized.
Different setup will yield different energy value.

Cut-off energy. Directly affects the accuracy of the
calculation and the calculated absolute energy value.

The parameters listed above are the basic important parafioetars INCAR file.

compared with each other.

Additional parameters:

PREC = high
LCHARG = T
LWAVE =T
LORBIT = 12

One should try to keep all the parameters as consistent ablpagishin one system for

the comparison reason, i.e., all the calculations should have the sammacgcto be

Precision of the calculation. “High” will change cut-off energy.
Whether to write CHGCAR.
Whether to write WAVECAR. CHGCAR and WAVECAR take
a lot of disk space. Unless necessary, don’t write them out.

Whether to write DOSCAR and in what format.

POTCAR: The VASP is supplied with a set of standard pseudopotentials of various

atoms. Before starting a calculation, one should have the pseudopotentialsaibeach

involved in the system concatenated in POTCAR under the working directory.
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POSCAR: This file contains the lattice geometry and the ionic positions. For MD
calculations, it also optionally contains the starting velocities. For VAgRBIaaons, the
system of interest is always a “box”, so the shape and size of the box should beidefined
this file. The number of each type of atoms should be written in one line according to the
order the element appears in the POTCAR file. Then the coordinates of each atom should
be listed either in Direct or Cartesian coordinate. One can also convesatify
which dimension of which atom should be allowed to relax and what should be
confined/frozen. Vacuum space can be inserted between images in neighbtging ce
when the interactions between them need to be avoided. As shown in Figure 2.3a, for a
bulk structure calculation the system is periodically continuous, so the atomd ghoul
up the unit cell in all three dimensions. For one single gas phase molecule, enough
vacuum space should be inserted in all three dimensions to avoid the interactions between
the molecule and its images in neighboring cells. The example of urtbogdlining a
single CQ molecule is shown in Figure 2.3b. A surface is hormally simulated using a
slab. As shown in Figure 2.3c, the atoms in the two surface dimensiangy() should
be “continuous” (no vacuum space) and in the direction normal to the surface a vacuum

space should be added.
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Figure 2.3. Examples of unit cells of (a) bulk Ce&tructure, (b) a single G@nolecule and (c)
Ce(Qy(111) surface.

KPOINTS: The choice of KPOINTS depends both on the type of the system (cluster,
surface or bulk) and on the size of the unit cell. For isoletesters due to the vacuum
space inserted in all three dimensidrigoint was used. Aulk structure extends in all
three dimensions of the box, so the K-points according to the Monkhorst-Pack scheme
should be used. Normally, the larger the number of K-points, the more accurate the
results should be and the more expensive the calculation is. Therefore, the numbers of K
points need to be large enough to guarantee the accuracy but not too large for the
consideration of computational cost. The safest way to determine the prppéert&is
to do an energy convergence test—calculating the same system with ingcreasber
of K-points and the number of K-points at which the calculated energiesostariverge
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should be the choice of K-points. Fortunately, the convergence testabvags required.
Empirically, a division in reciprocal space of less than 0:bB4s been shown to provide
converged structures and adsorption energies, so one can conveniently chooseghe value
of K-points accordingly. For example, if the size of a bulk unit cell is 4 x 5 x 2 A, the
the K-points should be set up to 5 x 4 x 10. For surface calculations, the two dimensions
within the surfacex andy) are extended in neighboring cells while a vacuum space is
inserted along the dimension that is vertical to the suriac&hlus, the choice of K-
points values for the dimensions in the surface should follow the same rule as for bulk,
i.e. a division in reciprocal space of less than 0:65or the “discontinuous?
dimension, 1 should be used.

Examples of INCAR, KPOINTS, POTCAR and POSCAR files are shown in
Appendix I.

If the input files are set up properly, after the calculation, the structlineemwritten
in a file called CONTCAR. If after the required ionic relaxation s{&&W), the
calculation is still not converged yet, one can continue the calculation usisigLbieire
optimized but not yet converged from the last tm CONTCAR POSCARDetailed
information of the calculation, including the energy of the system, will be wiittthe
file OUTCAR.

By setting LORBIT =12 in the INCAR file, the phase projected densisyaté
(DOS) will be written in DOSCAR. This allows us to plot out the phase decomp®ged (

or d) density of state graph to analyze the interactions between atoms.
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Bader chard® of the system can be analyzed by usingtee code written by
Henkelman et &l. However, it is necessary to set LCHARG = T and LAECHG = T in
the INCAR file before starting the calculation.

Due to the variation of the systems studied in this work, additional descriptions of
computational parameters are presented in each individual chapter.

2.4.2. GAUSSIAN 03Gaussian is very popular and widely used computational
software due to its user-friendly interface. A lot of the standard or defipuitsi are very
useful to amateurs while at the same time modifications of parameteis@eesailable
for more sophisticated users. Unlike VASP, GAUSSIAN collected various quantum
mechanical methods, including the DFT method with different functional, and the
perturbation method such as MP2, MP3. Both Cartesian coordinates and Z-matrix are
accepted as the input coordinate. A variety of basis set are available ingrepr
Besides optimizing structure and calculating energy of the system, ilscalmeaused to
calculate frequencies, Raman and NMR spectrums, two or three layerd@#MON
geometry optimizations, molecular dynamics simulations, and locate ivarsdtes.

The GAUSSIAN input consists of a series of lines:

« Link 0 CommandsLocate and name scratch files. The location of the
“Checkpoint” file should be specified in this line. The “Checkpoint” file is
machine-readable and it stores the calculation results (optimized strantiir
orbital information). The checkpoint file is really handy when using thetsesil
one calculation as the starting point for a second calculation. This shall save
computational time. For example, when running a calculation that starts with the

structure stored in the checkpoint file, one should use keyword “geom = check
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guess=read” so that the system will read the structure and basis set figiorma
from the checkpoint file. However, if this line is not changed before running the
second calculation, the original checkpoint file will be overwritten.

Routesection(# lines): Specify desired calculation type aiog parameters. The

main information of job type (e.g. optimization, frequency, IRC, NMR, or

ADMP), computational method (e.g. ground state, TD-DFT, HF, DFT, CCSD, or
MP2) and basis set are specified in this line. The internal options can also be set
in this line to overwrite the system default parameters.

Title section:Brief description of the calculation. Blank line is acceptable.
Moleculespecification Specify molecular system to be studied. It is usually a line
of charge and spin state information followed by the atom types and coordinations
of each atom. Both Z-matrix and Cartesian coordinate are legal format.

Optionaladditional sections:Additional input needed for specific job types.

Examples of GAUSSIAN 03 input were shown in Appendix Il including calculations

for structure optimization, transition state optimization and IRC cdionla

2.5. Computational Facilities

The Guassian calculations in this work are performed on Dell WORKSTATION

PWS650 running on Windows XP with quad-core Xeon CPU 3.20 GHz and 3.50 GB of

RAM, as well as Dell Precision 380 running on Linux Redhat release 4 with Xeon CPU

2.27 GHz and 7.60 GB of RAM.

The VASP calculations were computed on high performance computer €luster

“Pluto”, “Sirius” and “Procyon” of Ge’s research group, as well as the rataescience

computing facility “Chinook” in Environmental Molecular Sciences Lalwsa(EMSL)
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located at Pacific Northwest National Laboratdiluto” is composed of 25 slave nodes.

Each of these slave nodes has 1.4 GHz dual Athlon processors and 1 Gb of memory.
"Sirius" is composed of 24 slave nodes each with 1.8 GHz dual Opteron 244 processors
and 2 Gb of memory. “Procyon” is composed of 23 slave nodes and each node has quad-
core and 15.67 Gb memory. “Chinook” is sponsored by the US Department of Energy
Office of Biological & Environmental Research. It has 2,310 nodes each withrndR

supercomputer two quad-core AMD Barcelona processors (2.2 GHz).
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CHAPTER 3

EFFECT OF MORPHOLOGY, STOICHIOMETRY AND SUPPORT ON
REACTIVITY OF CATALYSTS:

NO; INTERACTION WITH UNSUPPORTED AND TI'-Al,0O3 SUPPORTED BaO

3.1. Introduction

NOx (NO and NQ) species is one of the common pollutants for our environment.
One of the main manmade sources ofMproduced by fuel combustion in motor
vehicles—diatomic nitrogen in combustion air is oxidized at high temperature.
Nowadays, most of the vehicles were equipped with emission control systedn calle
catalysis convertor. The most conventional catalyst used in the catalysestoo is the
three-way catalysts. The catalysts abate hydrocarbon, CO anih H@ exhaust
simultaneously at the stoichiometric air-to-fuel ratio combustion tiondHowever, in
order to improve fuel efficiency, “lean-burn” technology was introducedsolige
internal combustion engines. The lean-burn engine operates at a higbefuairratio
than the stoichiometric ratio so that the engine achieves a more compléiestomand
therefore, a better fuel economy. The relative oxidative environment cefoite the
high air-to-fuel ratio makes the reduction of Ng&nerated during combustion more
challenging, so the three-way catalysts are ineffective to elien@; under lean burn
conditions’® To meet the stringent N@mission standards, alternative N&ntrol
technologies are needed. One of the new technologies is thetdf@ge-reduction
(NSR) catalyst§®>*

The design of the NSR catalyst is based on the cyclic operation of the engiaerbet

lean and rich modes, i.e. at high air-to-fuel ratio lean mode, the reduction,as NQ
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favored,so the catalysis system stothe NQ, species temporarijywhen theengine is
switched to the ricnode the stored NQwill be released and theaduced to |, before
being emitted into the a*® A typical NSR catalyst consists pbrous materials ¢
support, noble metals as activeox catalyst components aatkaline earth metal oxiis
as NQ storage compones. Previous study showed amangny candidates for N
storage, BaO is the mosffective towards NQadsorptionso it has been chosen as
main NQ, storage component in NS<catalysts? There is ajeneral consens that the
oxidation of NO to NQoverthe Pt sites precedes N€torageA schematic illustratiol

of this processs shown in Figura3.1.

Lean-burn cycie NO, storage| |Rich-burn cycle NO, release
{excess O.)
\TREEeS ~2Z7
O, NO N
NO A Ny NC,
' O aa TS % 10,
P (B0 P [Ba0
1-ALO; 1-Al 03
NO, Storage NO, Release & Reduction

Figure 3.1. Mechanism of Nt storage reduction (NSR) catalysis.

It was shown that theffective removal of NQdepends strongly on effective I,
storage on Ba®°"**Therefore, mongall the steps involved in a cycle of N¢
catalysis, the NQstorage step hdbeen intensely studidzbth experimental*®***°and
computationallyy*®The CFT method is the most popular theoretical methei us
study the NQinteraction witl BaO. For example, in a work Bfoqvist et &., they
studied the interaction ®O, with the BaO(100) surface using GGME method with :
(V2x\2) surface slab unit c.®* They reported that a single N®olecule adsorbeover
surface O sites in an llewn configuratio is the most stableyith an adsorption ener¢
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of 0.8 £ 0.05 eV. In a later publication by the same group, they studigcdOrption

over a (BaOycluster® The low-coordinated cluster sites were found to have a stronger
affinity towards NQ compared with the surface sites on a flat BaO(100) surface.
However, the reported values cannot be compared to the results in our study due to the
fact that the methods used in two studies were different. Branda et al. alsadl shatve

the low-coordinated sites were much more active towardsad€orption than the flat
surface sites using the DFT cluster mddel.

Although the previous computational studies on M@0 interactions provided us
valuable information and fundamental understanding of iNt@raction with BaO, the
roles of other factors that can greatly impact the performance cathlgst, such as
defects and support materials, were not properly accounted for. In a lot ofjeetwas
catalysis processes, the stability and activity of a catalyst can d&téygtected by the
defect and support material. Particularly for the NSR catalysts, theeabfoscipport
materials has been illustrated to strongly influence the sorption propdgaQofowards
NO,.>>®% "% Fyrthermore, the support material itself can also provide storage sites at
temperatures below 300°€ Therefore, the effect of defect and support cannot be
ignored and need to be studied.

The NG adsorption over defected clusters and surfaces was studied to illustrate the
defect effect. To be able to show the change of/R&D interaction caused by the
defect, we have used the results of,N@sorption over BaO(100) as references.
Although the (100) surface were studied previously by many groups, we built and
calculated our own model of BaO(100) so that the results can be directly compghred w

the rest of the work with consistent method treatment. The (100) surfacs egsult
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shown in Section 3.3.1. The N@dsorption over stoichiometric clusters is reported in the

first part of Section 3.3.2. This part of results show us the size effect of|Bsters.

Stoichiometric step surface was studied as one type of defective surdate aasults

are shown in the second half of Section 3.3.2. Non-stoichiometric clusters and non-

stoichiometric surfaces were both studied as the defects whose effect/@alO

interaction was not investigated before. The results are shown in Section 3.3.3.
Among many support materialsAl,O3 has been used as a support material for

NSR catalysts in many studi€s*>*""#4t was shown to provide the highest NO

storage capacit$, soy-Al,O3 surface is the choice of support in my study. The structure

of y-Al 03 is by far still controversial. There are two schools of general modeys for

Al O3 structure—non-spinel and defective spinel. In my worked | used the defective

spinel structure that was proposed by Pinto®%t slore detailed information about this

model will be given in the Methodology section. In addition to the choice of the support

material, a highly dispersed phase of BaO on the support surface is asbteriachieve

high NSR reactivity»*>#®For example, a flame-made Pt-Ba/®@{ catalyst was shown

to contain an active Ba-containing phase where Ba species were inentioméact with

the support! It has also been observed that the decomposition of B{N®stalline

supported on-Al O3 leads to nanosized BaO particles during a NSR &)€feAs such,

a study of BaO clusters dispersed overyt#d,O; surface and their activities towards

NO, adsorption would help to gain insights into the NSR catalysts. The results are

reported in Section 3.3.4.
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In addition to the contributions of the physics that this study revealed for the NRS
catalysis, this is the first time that an oxide supported oxide model was developed and
studied.

3.2. Methodology

3.2.1. General Method All the calculations in this chapter were carried out using the
VASP codé&’. The interaction between ions and electrons was described using the
projector augmented wave (PAW) metifddhe plane wave basis set with a cutoff
energy of 400 eV was used to expand the wavefunction of valence electrons. The PBE
functionaf® were used to evaluate the nonlocal exchange-correlation energy. All
calculations include spin-polarization. K-point meshes generated with the Mokhors
Pack® scheme were used to sample the first Brillouin zone of the surface unk<ell
discussed in Section 2.4.1, the division in reciprocal space of less than'0c@5#& a 8
x8x1,5x8x1and3x 3x1for BaO(100), BaO(310)yaAtbO3 supported BaO
clusters, respectivel¥-point was used for isolated clusters. The atomic structures were
relaxed until the forces on the unconstrained atoms were less than 0.05 ed¢A. Ba
charge analysis was carried out for selected structures using tharprdgveloped by
Henkelman and co-worketS.

To validate the computational parameters we chose, we first optimized the bulk
structure BaO with above parameters. The lattice constant was taddalde 5.549 A,
in good agreement with both the literature value of 5.539dkperimental) and 5.59°A
(DFT calculation).

3.2.2. Modeling of Bare BaO Clusters, (100) and (310) Surfacdsitial structures of

small BaO clusters were built by extracting different size of Ba@ments from the
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relaxed bulk structure. The cluster together with the adsorbedd#@cule was then
allowed to relax without constraints. For unsupported cluster calculations, a vacuum
space of at least 10 A of in each direction was inserted between neighbdsitg ce
avoid the unwanted interactions between its periodic images. The initialistgiof
unsupported BaO (100) and (310) surfaces were cleaved from the relaxed bulk BaO
structure. Both surface slabs have five layers. Convergence test @idS@ption energy
on BaO(100) was carried out to validate the 5-layer slab model. The test prae®tha
layers are thick enough to simulate the surface. The bottom two layers of tlayéve
slab were kept frozen at the respective bulk positions whereas the top three layers
together with the adsorbed M@olecule were allowed to relax during the calculations.
3.2.3. Modeling ofy-Al,0O3 Supported BaO Clusters.There exist two molecular models
of y-Al,0:%%-the defective spin® model and the non-spinel motfelin this work, the
defective spinel model was used. The perfect spinel structure was namdiaeattgstal
structure of MgAJO,4. We start building the defectiyeAl O3 structure by substituting
Mg atom in the MgAJO, crystal structure with Al atom, so that we have spingDAl
Then a supercell containing 18 Al and 24 O atoms was created, in which two Al atoms
have to be removed to maintain the stoichiometry (defective spinel). The nadure a
distribution of the vacancies in the spinel structure is also a hotly debated ¥vibjeet
choice of Al atoms to be removed was discussed in Pinto’s*vée chose to remove
the two Al atoms that correspond to the lowest energy penalty, i.e. the systest is m
stable after removing this combination of Al atoms. The removals of the tato/Als

were illustrated in Figure 3.2. This &0, structure was then allowed to fully relax.

35



{’“18

024_

Figure 3.2. The supercells of non-stoichiometric spinelg®b, and stoichiometric defective
spinel AL¢O., after removing two Al atoms highlighted in the,d., structure. &= 17.14A b=
5.71A,c=5.17A,0 =p =y =60

They-Al,05(111) surface with the lowest surface energy of 0.98 after relaxation
was chosen as the substrate for BaO in this studyy-BhgDs(111) surface is shown in
Figure 3.3. For the calculations of thé\l,O5; supported BaO clusters, the bottom four
layers ofy-Al,03(111) were kept frozen and the top five layers together with BaO and

NO, were allowed to relax.
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Figure 3.3. Side view ofy-Al,05(111) surface. The Al vacancy sites were laheled

3.3. Results and Discussion
3.3.1. NQ Interaction with BaO(100) Surface.We first calculated N@adsorption over
the perfect BaO(100) flat surface. This system has been a subject ofhearstital

studie§" 030663

and our results only serve as references for comparison wigh NO
adsorption on other BaO substrates. Top views of three optimize@d$0rption
configurations on various surface sites are shown in Figure 3.4, along with the
corresponding adsorption energies. The adsorption energies were calasiated

Eqas = Esupsnoz — (Enoz + Esup), (3.1)
whereE,,;, andEy, are the energies of BaO substrate and gas phaseblécule,
respectivelyEg,»+no2 IS the energy of the structure where N®adsorbed on the BaO
substrate. The most stable N&isorption configuration is shown in Figure 3.4a. In this

structure, the N atom of the N@olecule sits on top of a surface O site and the two O

atoms of NQ point to two surface Ba atoms. The plane of the adsorbedrid@cule is
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almost parallel to the surface. The adsorption energy of this structureMalaied to be
—-1.06 eV. The two configurations with N®eing adsorbed at the surface Ba site(s)
(Figure 3.4b and c) are less stable. The relative stabilities of thesadisption

structures are in agreement with previous wortk$®*®’For example, using the GGA-

PBE method implemented in CASTEP with a fixed two-layer slab, Broqvist &sal
reported that the N{adsorption on the O site of BaO(100) surface is the most favorable
adsorption configuratidi. The adsorption structure they reported is very similar to the
structure in Figure 3.4a and the adsorption energy is ~ —0.8 eV. In later works by the
same group, the NGadsorption on the BaO(100) surface were again calculated but using
the GGA-PBE method implemented in the CPMD code and three-layer p(3x3) surface
slabs. The N@adsorption over the surface O site with an adsorption energy of —1.32 eV
was also found to be most staBi&’ Using the GGA-PW91 method and ultrasoft
pseudopotentials implemented in the VASP code, Schneider calculated the adsorption
energy to be ~ —1.5 eV for a similar f@dsorption geometry on the O site of BaO(100)
surface® Clearly, the values of adsorption energy calculated by different authtors wi
different methods may not be directly compared. Tutuianu et al. compared the result
reported by different authors and found that the calculatedad&brption energies on
BaO(100) in a similar adsorption configuration can be greatly affected by the NO
coverage and the number of BaO lay&Fhe NG adsorption energy at the coverage of
the present work was —-0.9 eV in that study using five-layer Satevertheless, a
consistent conclusion that the O site of the BaO(100) surface is the most favddable N

adsorptions site can be reached.
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Figure 3.4. Top view of the adsorption geometries and energies gfdd@he BaO(100) surface.

(a) N-down over the surface O site; (b) N-down over surface Ba sit®:don in a bidentate
configuration. The BaO(100) surface is shown in stick and M@ecule in ball and stick. (Red:
O, Green: Ba, Blue: N) Reproduced with permission flofahys. Chem. @008, 112, 16924.
Copyright 2008 American Chemical Society.

3.3.2. NQ Interaction with Stoichiometric BaO Clusters and Stepped Surfacea.
Stoichiometric Clusters. Our calculation started with the smallest cluster (BaDil
increased to (Ba@)(BaO), and (BaOy,. The structures of these clusters were
constructed based on the rock-salt structure of bulk BaO. The smallest (B&D) is

linear and only has one dimension. The (Baf)ster is a square and it has two atoms

on each side (2 x 2). The (Ba@luster is the smallest three-dimensional cluster and has
a cubic structure with 2 atoms on each edge (2 x 2 x 2). The clusters that have 3 atoms
on each edge (3 x 3 x3) have odd number of atoms. They are non-stoichiometric and
will be discussed in the following section. Therefore, the next stoichiometsatecin

this series is (Ba@) which has 4 atoms on each edge (4 x 4 x 4). The mean Ba—-0O bond
lengths of these clusters were calculated to be 2.02, 2.30, 2.45 and 2.68 A far (BaO)
(BaO), (BaO), and (BaOy,, respectively. These bond lengths are shorter than the Ba-O
bond length of 2.79 A in bulk BaO. Bader charge analysis showed that for;(BaO)

(BaO) and (BaO,, the charge on each Ba atom and O atom has the same magnitude but
opposite signs. The charges on Ba atoms in these clusters are 1.22, 1.31 and 1.36 |e|,

respectively. Unlike in the smaller clusters, Ba or O atoms in (Ba&®® not in the
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equivalent positions. Consequently, the charges on Ba or O atom ins{Bafgs

according to the exact location of the atom in the cluster. The interior Ba a&nch® @

each) have Bader charges of 1.33 and — 1.40 |e|, respectively. These valwsedoe cl

the Bader charge of the atoms in bulk BaO (1.36 |e|). The Bader chargesiofdahe

and edge Ba atoms span in the range of 1.42 ~ 1.45 |e|, whereas those of surface and
edge O atoms range from — 1.40 to — 1.45 |e|. Obviously, the charges on the surface and
edge atoms are bigger than those on the atoms in bulk BaO. In fact, similar charge
redistribution was observed in the BaO(100) surface layers—the surfacehaoens

bigger charges than the bulk atoms. The larger charges on the surface Ba@ratom

related to the relaxation at the surface.
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(@)-1.22eV  (b)-1 11eV (c) -1.68eV
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(d)-0.97eV  (e)-0.69eV (f)-1.56eV

B oa

(g)-0.86eV  (h)-0.61eV (i) -0.88eV

Figure 3.5. The adsorption geometries and energies of di@r the stoichiometric BaO clusters.
NO, adsorption at the O site of (a) (BaQ}) (BaO) and (g) (BaQy NO, adsorption at the Ba
site of (b) (BaO), (e) (BaO) and (h) (BaQ) NO, bidentate adsorption at (c) (BaQ(f) (BaO),
and (i) (BaO). While NO; species forms, the N<Q.-bond length is labeled. Reproduced with
permission fromd. Phys. Chem. @008, 112, 16924. Copyright 2008 American Chemical
Society.
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For each of the stoichiometric clusters, we calculated thead€orption over a
single O site and a single Ba site as well as in a bridging bideatatiguration over two
Ba sites. The optimized structures were shown in Figure 3.5 togethehsvith t

corresponding adsorption energies. The adsorption energies were altatedicu
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according to Equation 3.1. The structures in Figure 3.5 were arranged frtoonright in
each row: NQadsorption on a single O site, on a single Ba site, and in a bidentate
configuration with O down bridging over Ba atoms adsorption. As shown in Figure 3.5,
for each cluster, the N@dsorption configuration in which the two O atoms of,NO
bridge over the cluster Ba atom(s) (Figure 3.5c, f and i) is the most toalige

favorable. This is different from Nadsorption on BaO(100), as shown in Figure 3.4,
where the surface O site is most stable.

The bridging bidentate configuration of M@dsorption on the (100) surface of MgO,
CaO, SrO, and BaO was classified as basie b{CSchneide?® This can be attributed to
the fact NQ was adsorbed in a surface Ba (basic) site and acted as an electrooraccept
Bader charge analysis showed that for the bidentate configuration in Figuth& S}
fragment became negatively charged with a net charge of —0.86 |ehargescon the
two Ba atoms were increased to 1.48 |e|, whereas those on the two O atoms hd@ame —
|e|. The interaction through the O atoms ohM@s weakened as the size of the cluster
was increased, as shown in the right column of Figure 3.5. We note that the strong
BaciusterOno2 interactions caused the BaO square to deform from its original planar
structure (Figure 3.5f). However, the structural distortion of (Ba0¢ to NQ
adsorption was counteracted by the underneath BaO units, as shown in Figure 3.5i. The
structural rigidness of (Ba@jeduced the energy gain through the “basic adsorption”. As
such, the “acidic adsorption” of forming a MGshown in Figure 3.5g became almost as
stable as the “basic adsorption” of forming KOOur results of the adsorption structures
of NO, on the (BaO)and (BaO) clusters are similar to the results reported by Gronbeck

67
h

at al”” However, our calculated adsorption energies of —1.68 and —0.88 eV on (BaO)
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and (BaO), respectively, are consistently larger than the corresponding values of —1.48
and —0.74 eV reported in that wdtkFurthermore, these auth®rslid not report the
formation of NQ structures shown in Figure 3.5a,d,g. For example, the N-down
configuration on the edge of (Bag)as a N-Quserdistance of 3.09 A and adsorption of
-1.07 eV’

We also explored N£adsorption on different sites of the (BasXluster. Due to the
large size of the cluster, each facet of the cluster has some chatiastefithe BaO(100)
surface. As such, we expected the interaction of With the center of the cluster surface
to be similar to that with the BaO(100) surface. Indeed, our results showed tN&.the
adsorption energies at the center O and Ba sites of each facet wwtg stigaller than
but comparable to those on the BaO(100) surface. The adsorption at the clusteddedge a
corner site, on the other hand, is stronger than on the flat (100) surface. For example, a
the cluster O edge site and Ba corner site, the &diSorption energies are —1.14 and
-0.90 eV, respectively. Adsorption at the edge O site also led to the formatiorOgta N
species with a N-Qsierdistance of 1.45 A.

b. Stoichiometric Stepped Surface. In addition to the edges of a cluster, edge sites
can also be generated by a controlled cleavage of a bulk crystal. Step-edgmman
type of defect on surfaces, often separated by varying sizes of terrattes.study, we
used BaO(310) cleaved from the relaxed bulk BaO to represent the staffped. A
perspective view of BaO(310) was shown in Figure 3.6a, with the step-edgerand ter
sites being labeled. On the BaO(310) surface, the activities of theet&azend O sites
that are away from the step-edge are very similar to those on tha®41&0) surface.

However, the step-edge Ba and O sites show different activities toW@edsdsorption.
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For example, the adsorption of Méx the step-edge O site forms a Ridike species

that was not found on the flat BaO(100) surface (Figure 3.6by.ad€brption in this
configuration has an adsorption energy of —1.13 eV. Although the adsorption energy is
only slightly greater than the N@dsorption energy at the surface O site of BaO(100)
(Figure 3.4a, —1.06eV), the formation of NGspecies makes the configuration similar to
the adsorption at the edge O site of the (BaGWister rather than on the O site of
BaO(100). The N-Qcedistance in the N§ species is 1.46 A. The N@nolecule can

also be adsorbed on the step-edge Ba site with two oxygen atoms pointing#osites
(Figure 3.6c¢), yielding an adsorption energy of —0.73 eV, stronger than ttize Ba

sites of the (100) surface (-0.56 eV). The enhanced activities of the steBaedgd O

sites on BaO(310) can be attributed to the low coordination numbers of these sges. The
low-coordination sites have a higher degree of bond unsaturation and allow a higher
degree of steric flexibility than the sites on the flat surface. Guitteeare different from

that of Brogvist et &f, who showed the higher coordination 4S and 5S oxygen sites on a
(BaO) cluster had stronger binding toward N®an the low-coordination 3S sites. We
again note that none of the adsorption configurations of a singleré{@cule reported

in their work® resulted in the nitrate species.

44



terrace sites

-1.39%eV

(d)

Figure 3.6. (a) A perspective view of the BaO(310) surface showing the stepsi@dgeand
terrace sites. (b) NQs adsorbed at the (310) edge O site forming’N®he N-Quserbond
length of the N@" species is labeled. (c) N& adsorbed in O-down (bidentate) configuration
over a step surface edge Ba site. (d), Hfidges over the step-edge and terrace Ba sites.
Reproduced with permission fraln Phys. Chem. @008, 112, 16924. Copyright 2008

(b) (©)

American Chemical Society.

Furthermore, the creation of the steps produced adsorption sites that did not exist on
the flat BaO(100) surface. For example, an,@sorption configuration with the two O
atoms bridging over the two Ba sites from different terraces, shown ireRdaat, would
not be formed on BaO(100). This adsorption configuration has an adsorption energy of
—-1.39 eV and is the energetically most favorable B@sorption configuration on the
BaO(310) surface. The NEBaO interaction in this configuration is even stronger than
the bidentate adsorption configuration on the perfect BaO(100) surface amut bagn

reported.
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Branda et al. also studied the effect of the steps on Bagifitédaction by using an
embedded cluster model to simulate the stepped BaO sutfadesy concluded that the
adsorption energies of N@t the surface step sites were enhanced by ~ 100% and 35%
from those on the BaO(100) surface for N-down and O-down configurations,
respectively. Our results showed enhancements of step-edge sitedstdlzar
adsorption but much less dramatic. Our calculated adsorption energies for N-down
configuration was increased by 0.07 eV (~6%). The adsorption energy in the new NO
adsorption configuration formed across the step of BaO(310) (Figure 3.6d) wasatcre
by —0.56 eV over the O-down configuration on BaO(100). We would like to stress that
this new configuration cannot be formed on BaO(100).

3.3.3. NQ Interaction with Non-stoichiometric BaO Surfaces and Clustersa. Non-
stoichiometric Clusters. The study of stoichiometric clusters in previous section provided
a measure of the geometry of the substrate on its interaction withlIN@®study of the
non-stoichiometric clusters shown next will illustrate how the electrdracacters of the
substrate affect the adsorption of N®he initial structures of the two non-

stoichiometric cubic clusters, Bf®14 and Ba,O,3, were also constructed on the basis of
the bulk structure. Apparently, B3 cluster has an extra Ba atom whereas the@a

has an extra O atom with respect to the 1:1 stoichiometric ratio. Bader ehalgsis

was performed for both clusters. The averaged charges of Ba and O atethgl4ie|

and -1.34 |e| in BgD14and +1.34 |e|, —1.44 |e| in1@2,3, respectively. There are two
types of Ba atoms and two types of O atoms in each cluster, depending on position of
each atom. In BgO4, twelve Ba atoms are located at the center of each edge of the cube

(edge-center) and one is in the center of the cube (cube-center) itpixeThe charge
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on the two types of Ba atoms differs only by ~ 0.1 |e|. Two types of oxygen atoms, eig
are located at the corner and six in the center of each face (face cdmatiff@rence in

the charge of the two types of oxygen atoms is less than 0.1 |e|. The excess O atom in
Ba; 3014 makes the cluster electrophilic. For the /8a; cluster, there are 12 edge-center
oxygen atoms and one cube center oxygen atom, and eight corner Ba atoms and 6 face-
center Ba atoms (Figure 3.7e). Again, the difference of charges on theimtiffeyent
positions is noticeable. The excess electrons due to the extra Ba atopygBan be

easily donated, making the cluster nucleophilic.

(e) (H)-4.09¢V  (2)-3.69¢V (h)-3.96eV

Figure 3.7: NQadorption on the non-stoichiometric clusters. (a) and (e): The ba@;Band
Bay,O,scluster. On the BgO,4cluster: (b) N-down forming nitrate at cluster corner O site. The
N-O.usterbONd length of the N species is labeled. (c) one O atom of,Ni@eracts with the
cluster edge Ba site, and (d) bidentate with two O atoms bridging over tver Gassites. On
Bay 40,3 cluster: (f) N-down at the cluster edge O site, (g) O-down at the rchusteer Ba site,
and (h) O-down at the cluster face-center Ba site. Reproduced with pennfiesn J. Phys.
Chem. C, 2008, 112, 16924. Copyright 2008 American Chemical Society.

We first examined N@adsorption over the BgD,4 cluster at corner O site and edge
Ba site as well as in a bridging bidentate configuration over the two Bes alde
optimized NQ adsorption geometries were shown in Figure 3.7. The adsorption energies

are —3.55, -1.57, and —-1.96 eV for adsorption at the corner O site (Figure 3.7), the edge
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Ba site (Figure 3.7c) and the bridge bidentate configurations (Figure 3.7d@. Thes
adsorption energies are significantly larger than those on the stoichmouotesters. The
structure of the clusters was strongly distorted upon &i3orption (Figures 3.7b-d).
Among the three adsorption structures,,Nidectly bound the cluster O site with an
adsorption energy of —3.55 eV is the most stable structure. In this strudi®e’ a
species is formed through the “acidic adsorptiirhe N-Qswerdistance in this N
species is 1.31 A, close to 1.24 A of N-O bond insNDhe formation of the N§
species was facilitated by both the electrophilic nature of thgOBgcluster and the
electron donating ability of NOthe lone pair electrons on N atom were shared with
Bay3014.

We then calculated NCadsorption on the BgD13 cluster edge O site, corner Ba site
and face-center Ba site. The adsorption energies are —4.09, —3.69 and —3.96eV for t
relaxed structures shown in Figure 3.7f (edge O site), Figure 3.7g (casgeBand
Figure 3.7h (face-center Ba site), respectively. Strong distortionstfi@ivare BaO14
cluster structure can be observed upon B@sorption in Figure 3.7f and h, whereas the
original cluster geometry was very much maintained aftey &i3orption at the corner
Ba site (Figure 3.79). In structure shown in Figure 3.7f, the jNss@istance (3.02 A) is
too long to have any significant bonding interactions although the N atom points to the
edge O atom of the cluster. In fact, the distances between the O atomsaridNtDe
nearest Ba atoms are ~ 2.8 A, close to that of a Ba—O ionic bond. Consequently, the
O-Ba interactions dominate N@dsorption on BaO,3 in all three structures shown in
figure 3.7f-h. The strong basic adsorption of NfD various BgO;3 cluster sites is a

consequence the nucleophilic nature of the cluster: the excess Ba atom makesdhe
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electron-rich. As a Lewis base, the nucleophilig,Bascluster can interact with NO
strongly by donate its electrons to the molecule. As such, the “acidic adsoxpkiere
NO, shares its lone pair electrons with the substrate and formingj 8@s not occur on
the Ba4Os3 cluster.

b. Non-stoichiometric Surfaces. Surface vacancy is another type of defects that may
have great effects on the catalytic activity of metal oxtd&5The existence of vacancies
creates charged centers on the surface which may affect the rekzbilieydtetween the
reactant and product states as well as the transition state. Herein, we steiciffect of
both Ba and O vacancies in the BaO(100) surface ondd€orption. We used the same
surface unit cell as in our calculations for N&dlsorption on the perfect BaO(100)
surface to eliminate the coverage effect for comparison. Although the vacarsityd
simulated by such a unit cell may be too high to quantitatively compare with theesurfa
under operating conditions, we expect the model will provide some insiahts into the

effect of these defects on N@dsorption.

: -3.08 eV -022 eV
(d) (¢) (H
Figure 3.8: Top view of NQ adsorption on defective BaO(100). (a) BaO(100) with oxygen

vacancies. (b) N@adsorption at the surface O site. (c) Nf@sorption at the surface Ba site. (d)
BaO(100) with barium vacancies. (e) N&sorption at the surface O site forming nitrate. The N-
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Ocusterbond length of the N species is labeled. (f) N@dsorption at the surface Ba site. The
surface is shown in stick and the adsorbed MOlecule is shown in ball and stick. Yellow and
cyan diamonds represent the surface O and Ba vacancies, respectivelguBegpmith
permission from J. Phys. Chem. C, 2008, 112, 16924. Copyright 2008 American Chemical
Society.

The O vacancy on BaO(100) was created by eliminating a neutral O ratonthie
surface layer of the slab, as shown by the yellow diamond in Figure 3.8ad&wgra
neutral O vacancy on the surface, the slab simulating the BaO surfacedbean-
stoichiometric with an extra Ba atom. Similar to 83, this extra Ba atom made the
electron transfer from the defective BaO surface to adsorbedaN@rable, resulting in a
strong adsorption of N£bn both surface O site and Ba site. The optimized adsorption
structures on the O site and the Ba site were shown in Figure 3.8b and c with the
corresponding adsorption energies of —2.96 and —2.83 eV, respectively. In the adsorption
configuration of NQ over the surface O site (Figure 3.8b), the;M@lecular plane was
parallel to the surface with each O atom pointing to the corresponding suaate B
The structure of N@adsorption on top of Ba site is very similar to that of perfect (100)
surface (Figure 3.4b) except for that one of the O atoms in therid@cule now points
to the surface O vacancy site where the surface oxygen used to reside haagker ¢
analysis show that Nadsorbed at the Ba site of the defective surface gains 0.85 |e| from
the surface, significantly larger than the charge gained in similarpdsogeometry on
the perfect (100) surface. Similar to the 843 cluster, such nucleophilic substrate can
readily donate its electronic charge to the adsorbate. Therefore, the tthasfer from
the surface with O vacancies to N@olecule is significantly larger than that from the
perfect (100) surface. For the same reason, the “acidic adsorption” configurb@os w
NO, shares its lone pair with the surface O site, forming a nitrate-likeesp&zs not
found on the defective surface with oxygen vacancies.

50



In contrast, creating a surface Ba vacancy (shown in Figure 3.8d in cyaondia
makes the slab have an extra oxygen atom in the unit cell. Consequently, the slab holds
onto its electrons tight, making the slab electrophilic. As such, the “acidiguéidstr
that NQ shares its lone pair electrons became favorable. The structure @ds@bed
over the surface O site forming a nitrate-like species (Figure 3.8@radsorption
energy of —3.08 eV. On the other hand, the “basic adsorption” on the surface Ba site
(Figure 3.8f) yielded an adsorption energy of only —0.22 eV.

In summary, the non-stoichiometric clusters have multiple sites thatuate more
active towards N@adsorption than the stoichiometric clusters. Many surface sites on the
defective BaO surfaces also became highly active towardsabi€orption. The N©
molecule is amphiphilic and can act as either Lewis acid or base by imgnaith the
surface through different parts of the molecule. When the barium oxide is elecltron
the excess electrons can be readily donated to tharid{@cule through the “basic”
adsorption mode, i.e. the O atoms of the,M@lecule approaching the surface sites. On
the other hand, if the defects make BaO electron-deficient f&@©rs the “acidic”
adsorption mode by forming a nitrate-like species. In the latter casenNoathe
molecule approaches a surface O site and shares its lone pair elediinahe wurface O
atom. On both non-stoichiometric clusters and non-stoichiometric slabs, the “basic”
adsorption of NQoccurs for both electron-rich and electron-deficient substrates although
the NQ-substrate interaction for the electron-rich substrate is much strongentiast,

only “acidic” adsorption occurs at the O site of an electron-deficientrbate.
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3.3.4. NQ Interaction with y-Al,O3 Supported BaO Clustersa. y-Al,O3 Supported

BaO Clusters. To study the support effect on BNBaO interaction, we used a c(2x1) unit
cell of they-Al,03(111) supported (Ba@)(BaO} and (BaOj clusters as the
computational model. The c(2x1) unit cellyahl,O5 surface slab is consist of 32 Al and
48 O atoms.

The initial structures of the supported cluster models were built based on the
structurally optimized-Al ,03(111) surface and BaO clusters. For example, to huild
Al,O3 supported (BaQ)structure, in a molecular modeling visualization software, the
optimized (BaO)j square was placed on top of the optimiged ;O3 surface slab. The
BaO square can be placed with its plane either normal or paralleltAth®3(111) as
shown in Figure 3.9. By comparing the energies of these two structures faundghe
“paralleled” BaO square is more stable, so the “parallel” model wastedlfor further

study of NQ adsorption.
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Farallel Normal

Figure 3.9: (BaO), supported ory-Al,05(111) with the BaO cluster square plane parallel and
normal to the support surface, respectively.

The same rule applied to the selections of the supported {Ba@)BaO) cluster
structures for further NQadsorption study. The selected supported cluster structures are

shown in Figure 3.10.
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Figure 3.10: Most stable structures @fAl ,05(111) supported (Ba@and (BaO,.

Note that for all the structures of supported clusters, all the BaO clusers
stabilized by anchoring an oxygen atom aty#d ,O3(111) surface cation site. The other
atoms in the clusters do not have direct bonding interaction with the substrate. The
binding energy of the clusters to the support surface can be calculated using:

Eginaing = Esuppciuster — (Eciuster — Esupp)» (3.2)
whereE ¢y, ster andEs,,, are the energies of the gas phase BaO cluster ang-bare
Al>05(111) surface, respectivells,,,,cister is the energy of the support surface along
with the cluster bound to iEg;,4ing Were calculated to be -5.99, -5.74 and -5.54 eV for
(BaO), (BaO) and (BaO), respectively, implying strong interactions between the BaO
clusters and the support surface. Bader charge analysis showed that with the support

surface, the Ba—O bonds of the BaO clusters became more ionic. For exampéeleéhe

54



charges of two oxygen atoms in the supported (Baf®)—-1.72 (anchoring) and -1.40
le|, respective, larger than —1.31 |e| of the oxygen in the bare/unsupportedc(Bstey).

b. NO, Adsorption on y-Al,O3; Supported BaO Clusters. For the supported (Ba®)
cluster, there are two sites available on the BaO for &iSorption—the O site which is
also anchoring the cluster to the support surface and the Ba site. The adsorpties energ
can be calculated using Equation 3.1 with the relaxed structyrAlgO©s-supported
(BaO), as the substrate. The N€an be adsorbed on the (Ba@jpchoring O site
forming a NQ® species (Figure 3.11a) with an adsorption energy of —0.85 e¥. NO
adsorption at the Ba site corresponds to an adsorption energy of —0.42 eV, less stabl
than on the anchoring O site. This implies that although the O site is already turAle
and Ba atoms, it is still more active towardsNdsorption than the Ba site. This is in
contrast to the N@interaction with unsupported BaO monomer where Ba site was

favored.

(b)

Figure 3.11 NO, adsorption ovey-Al ,05(111) supported (Ba@P site (a) and Ba site (b).

Based on the results of the supported BaO monomer calculations, the O site of the

cluster is more active towards N@dsorption, so for the calculations of Ni@teracting
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with supported (BaQ)and (BaOj, only the cluster O sites that were not connected to the
v-Al,03 surface were studied as the active adsorption sites. We found a strong synergy
from BaO clusters angtAl,O5 for NO, adsorption: a N©molecule interacts with the

BaO cluster O atom and theAl ,O3 support surface simultaneously, yielding a very large
adsorption energy. The synergistic adsorption structures are shown in Figuretl3.12 w
the adsorption energies of —3.10 and —-2.23 eV for supported {RBa®)BaO, clusters,
respectively. These two structures are the most favorabjeabl€drption geometries on

the supported clusters. The most favorable adsorption structure farveOunsupported
(BaO) and (BaO) clusters with the two oxygen atoms of Ni@didging over two Ba sites

(Figure 3.5f and i) were much less stable over the supported{Ba@}BaO,.

S -223eV

Figure 3.12 Synergistic adsorption of N@n supported (a) (Bapand (b) (BaQ)

In order to understand the greatly enhanced interaction et the supported
(BaO) and (BaO), we constructed a model where the adsorbeg i@ecule only
interacts with the (BaQXxluster part and another where the Ni@@eracts with the
substrate only but in the presence of the (Balister. The structures were shown in

Figure 3.13 together with the structure of Nfdsorption over the-Al ;O3 support
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surface with no presence of BaO. Adsorption energy of theriflecule at the oxygen
atom of the supported (BagXFigure 3.13b) yields an adsorption energy of —1.46 eV; on
the other hand, an adsorbed unidentate iGlecule with and oxygen bonded to a
surface Al in the presence of (Baas shown in Figure 3.13c, gives a binding energy of
—2.24 eV. The N@adsorption on the bafeAl O3 surface in a similar unidentate
configuration and obtained an adsorption energy of —1.15 eV (Figure 3.13d). This value
is significantly smaller than the adsorption energy of —2.24 eV with the sam
configuration in the presence of (BaOJhese results indicate that there is a synergistic
effect between the supported (Ba©luster and the alumina substrate for,NO

adsorption: the mere presence of the BaO cluster on the surface greatiyh&ns the
interaction between Nand they-Al ;03 surface; at the same time, the NEaO

interaction is enhanced when the BaO clusters is supported Ath®; surface, e.g.

the adsorption energy of N@On the supported (Ba@gluster (Figure 3.13b) is larger on
(BaO), without support (Figure 3.5d). The bridging structure between (Bat)the
substrate surface formed upon N&dlsorption (Figure 3.13a) further enhances this effect.
However, the strength of synergistic adsorption {lM{@ds with both support surface and
BaO cluster) for supported (Baf@luster is not as strong as it for (BaQjnplying that
adding more BaO layer will weaken the synergy effect. As such, we concludieethat
submonolayer BaO dispersed on {h&l ;03 surface with abailable substrate Al sites
provides strong binding sites for N@dsorption. These strong binding sites may be the

active sites for NQstorage in the NSR catalysts.
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Figure 3.13. Decomposition of (a) NOadsorption on supported-(Bato (b) NGQ-BaO

interaction and (c) N@support interaction. (d): NCadsorption on cleapAl ,O; surface.

c. NO, Adsorption on y-Al,O3 Supported BaO Clusters with Bigger Unit Cell. In the
small unit cell calculations ofAl,O3 supported BaO, the supported (BaClusters
formed a BaO strip by linking with its periodic images from the neighboring utsf as
shown in Figure 3.14a. In order to answer the criticism whether such strongistyner
effect was an artifact of the particular (Ba®ructure, we re-examined NM@dsorption
ony-Al,0Os-supported (BaQ)with a biggery-Al,O3 surface unit cell. The number of
layers in the slab simulating theAl ;O3 surface was kept the same as the previous study,

but the area of the surface unit cell was doubled, as shown in Figure 3.14b. The increase
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in the surface unit cell size reduces the coverage of BaO by half. In theiriaeesunit

cell, the supported (Ba@gluster is isolated from its periodic images in the neighboring
unit cells. Using this surface unit cell, the adsorption energy ofdvér the supported
(BaO), in synergistic configuration was calculated to be —3.0 eV, very close to -3.1 eV
of the previous result. The similar adsorption energies calculated usingrdiSeres of

unit cell indicates that the synergistic effect is independent of BaOagwevarithin the
submonolayer regime. The availability of the surface Al site and the unbound oxygen

atom at the-Al ;05 and BaO interface is the key to the formation of the strong binding

synergistic structure.

YV VVYVVYVYVIYVYY

Figure 3.14. Top view of NQ adsorption over the-Al,O; supported (BaQ) (a) The small unit
cell shown as black rectangular box used in previous studyl.h@)big unit cell, shown as the
yellow box, used in the present calculatioReproduced with permission from J. Phys. Chem. C,
2008, 112, 16924. Copyright 2008 American Chemical Society.
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Figure 3.15 (a) NG interacts only directly with supported (BaOJb) NGO, interacts only
simultaneously with both supported (Ba@pdy-Al,Os. (c) PDOS plot of the Al site shown in
(a). (d) PDOS plot of the Al site shown in (b). (¢) PDOS pfahe O1 shown in (b). (f) PDOS
plot of the O2 shown in (b). (g) PDOS plot of the O2 shown inRajproduced with permission
from J. Phys. Chem. C, 2008, 112, 16924. Copyright 2008 American Chemical Society.

In order to understand the origin of the synergistic effect foy &i3orption, we
compared the local projected density of states (PDOS) efddly interacting with the

supported (BaQ)(Figure 3.15a), which will be referred to as BaO-only, with those of
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NO, interacting simultaneously with (Basgndy-Al O3, which will be referred to as
synergistic (Figure 3.15b). We also numbered three O atoms and labeled theAurface
site in Figure 3.15a,b. Parts c and d of Figure 3.15 show the local PDOS of the O2 atom
and the Al site, respectively, in the BaO-only configuration. The PDOS of theeAdrsil
the O1 and O2 atoms in the synergistic configuration (Figure 3.15b) were plottetsin par
e, f, and g of Figure 3.15, respectively. The scales of the oxygen PDOS plots as 5 tim
those of Al atoms. The intensity difference between the O and Al PDOS isdioef of
the ionic nature of Al-O interaction. A comparison of the two Al PDOS plots shows tha
the g-derived states above the Fermi level in Figure 3.15d disappear after the Al site
became occupied by the O1 atom, as shown in Figure 3.15e,-Oke\ed states
become dominant in the energy range of -5 to —2.5 eV, as shown in Figure 3.15e. These
states were clearly a result of Al-O1 bond formation in the synergastitgaration
shown in Figure 3.15b. The s-states of Al also contribute to bonding with the O1 atom in
the synergistic configuration, as indicated by the peak at 8.5 eV. The binding of O1 on
the Al site changes not only the PDOS of the O1 and Al atoms but also the PDOS of the
02 atom, as shown in Figure 3.15c,g. The states below -7 eV as well as those small
peaks around the Fermi level were mainly results of covalent bonding with tibenN at
The strong py-derived states above Fermi level in BaO-only configuratigur€=3.15c)
almost disappeared in the synergistic configuration (Figure 3.15g). Theistttes
energy range of -5 to —2.5 eV are a result of interaction with the neighbaiatpBs.

We further compared the atomic Bader charges of iN@he BaO-only and
synergistic configurations. The Bader charges on N and O atoms as well aslthg 6i

and Al sites are summarized in Table 3.1. The change of Bader charge on Baeal oth
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and Al atoms is negligible and was not included in the table. The charges in Table 1 show
that allowing O1 to interact with the surface Al site makes the i@@ment more

negatively charged. There are some charge redistributions within the fitadpuiethe

charge transfer occurs primarily on the O1 atom. These results indicaaeithatAl site

enhances the binding of the adsorbed, N@the supported (Baghy donating its charge.

Table 3.1: Atomic Bader Charges in BaO-Only (Figure 3.15a) and Syndstgic (Figure 3.15b)
Configuration® Reproduced with permission from J. Phys. Chem. C, 2008, 112, 16924.
Copyright 2008 American Chemical Society.

BaO-only Synergistic
N +0.62 +0.60
01 -0.68 -0.92
02 -0.84 -0.78
03 —-0.66 -0.60
Al +0.66 +0.61

@ Refer Figure 3.15 for numberings of atoms.

We also compared the atomic Bader charges ofiN@he BaO-only configuration
with NO, interaction with a bare (Ba@¢luster in a similar configuration. On BaO-only,
the charges on NQ(BaO), andy-Al O3 support are —0.72, +0.87, and -0.15 |e|,
respectively. In the case of N@teracting with bare (Ba@)the charges on NGand
(BaO), are —0.33 and +0.33 |e|, respectively. These results demonstrated thesehegr
of y-Al,0O3 as support facilitated an electron transfer from (Ba®poth the adsorbed
NO, molecule ang-Al,Og3, resulting in a positively charged (Ba@pndwiched between
the negatively charged N@nolecule and the-Al,Os slab. The-Al O3 surface enabled
the charge redistribution although it does not have direct contact with the adsorbed NO

molecule.
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We then analyzed the charge distribution for,Ni@@eracting withy-Al,O3; support in
the presence of the (Bagluster but not directly in contact with the cluster. Our results
showed that (BaQ@)ost 0.52 |e| upon NO2 adsorption although,@es not have direct
contact with (BaQy) After (BaO) was replaced by a cubic (Bafthe overall charge
loss by (BaOjwas reduced to 0.31 |e|. These results indicated that the supported BaO
clusters act as an electron donor, enhancingiNt®raction with the-Al ;O3 support. In
other words, the supported BaO clusters enhance the electron donating ability of the
Al,O3 support and, therefore, the Lewis basicity of the support.

The present study addressed some important aspects of the td8Rixathe effect
of BaO morphology and-Al,Os; support on N@ adsorption. We showed that the
morphology of BaO as well as the interaction of BaO with thppert will play
important roles in stabilizing the active species and modifttieginteraction of other
gases with the surface. NSR catalysis also involves many a#ipacts such as the
existence of other gaseous species in the exhaust stream aatingpeonditions.
Competitive adsorption of different gases on BaO and other alkalitie raatal oxides
have been examinéd® Furthermore, the coupling between the redox sites and the
storage sites will be critical to the overall de;N&ficiency.”®*All these issues need to
be addressed before a more complete understanding of the NSkSisatain be
developed.

3.4. Conclusion

First principles density functional theory calculations have been used to ehasact

NO, adsorption on BaO surfaces, unsupportedyaAtbO3 supported BaO clusters. Our

results showed that the adsorption energy of iépends strongly on the morphology of
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BaO and the existence of defects. On the stoichiometric BaO, the low-coositeatare
more flexible for NQ adsorption, resulting in stronger N@Gindings. NQ adsorption at
the edge O sites of the clusters and the stepped surface resulted4h apé¢Ges
Furthermore, the electronic properties of the BaO substrates were fourve tmdiz
dramatic effect on N@BaO interaction. On the non-stoichiometric BaO clusters and
surfaces, the adsorption energy of N©Omuch greater than on the stoichiometric clusters
and surfaces, up to —4.09 eV for NBe 4O0;13.

We also demonstrated that thél,03 support is critical for NQstorage. On one
hand, the support surface alters the electronic character of the supportedi&a0 ttlus
affect the NQ adsorption configuration and energy of the BaO. On the other hand, a BaO
cluster covered over theAl,O3 support modifies the acidity of the top layer cation (Al)
sites, therefore, the reactivities of the support surface sites are enhareedefface
where the adsorbed N@an interact with both BaO anéAl ;O3 provides the strongest
binding towards N@ However, the synergistic effect of enhancing the adsorption of
NO, was weakened by adding an extra BaO layer on the supported(Bs)
adsorption energy of Nfn the supported (Ba@)f which the configuration is in the
form of two layers of (BaQ) was reduced to —2.23 eV from —-3.10 eV on the supported
(BaO). We therefore propose that a highly dispersed submonolayer BaO will be the most

effective for NQ storage in a NSR catalyst.
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CHAPTER 4

ELECTRONIC SHELL EFFECT ON REACTIVITY OF SMALL METAL
CLUSTERS
—EXAMPLES OF H, DESORPTION ON MAGNESIUM CLUSTERS

4.1. Introduction

The study of H dissociation over Mg clusters reveals the effect of electronic
structures on the reactivities of the small metal clusters. Theoeaas studied as an
important step in using magnesium as hydrogen storage material.

Although magnesium dihydride has for long been recognized as one of the most
attractive hydrogen storage materials candidate due to its low cost arid/tirghgen
storage capacity (7.6 wt%), its actual onboard application is limited by the hig
desorption temperature and the sloyadsorption and desorption kinetics. A DFT
calculation using PBE functional predicted an activation barrier of ~1.05 &¥sfor
dissociation over the Mg (0001) surfd¥eThis relatively high threshold energy is
responsible for the slowzthdsorption kinetics over the bulk surface although the phase
transition between Mg and Mghan also be rate-limiting. As the research focus of
hydrogen storage swings from demonstrating possibilities to improving cammer
viability, lots of effort has been made to decrease the operation temperatunerande
the adsorption/desorption rates of Mg-based system. Alloying and dopin@snagn

with other metaf®*'%or metal oxid&" %

can actually improve the kinetics of and
increase the rate hydrogen sorption, however, this sacrifices hydrogeyestapacity
due to the added weight of the doped metal and oxide. So the intuitive ideal solution to

the problem would be modifying the thermodynamics and kinetics ebibtion over

Mg/MgH, without the addition of extra component. Ball mining technique effectively
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reduced Mg grain size and increasedsbirption rates. However, the enhanced rate is
solely related to surface area enlargement and diffusion length destebksthe grain
size of particles obtained by this technology is still not small enough to change
thermodynamics of the system, theddsorption process still requires high temperature
(~300 °C at 1 bar py 10!

Recently, it has been demonstrated that when the crystal grain sizenisodaout
1.3 nm, the hydrogen desorption energy decreases significantly, so that,
thermodynamically speaking, the hydrogen desorption on small size &égi-bccur at
lower temperature, e.g. 200 °C for 0.9 nm crystalfifien a work by Li et af*® Mg
nanowires were demonstrated to have improvgddrption kinetics. For example, the
nanowires with diameter of 30-50nm can achieve 7.60 wt% uptake of hydrogen within 30
min at around 300 °C. The accelerated sorption rates should be related to the low sorption
activation energy barriers. Therefore, in this chapter, we investigagdd dissociation
energy barriers over Mg clusters. The aim is to provide the insight into theddéer
between H sorption kinetics over Mg surfaces and small clusters.
4.2. Methodology

The structure optimizations of the MdVige>*, Mge”, Mgio and Mg¢** clusters and
the reactions (kdissociation over the clusters) were carried out using the GAUSSIAN
03 packagE*. The DFT method with both the B3LYP and the PBE>forms of
exchange/correlation energies were used. The choice of basis sets agé¢dbg31in the
discussions of the results, we refer to the GAUSSIAN calculation resut$BE
functional unless otherwise noted. The structures of clusters were optimi#edeunt

energies were minimized to the GAUSSIAN default convergence critérgatransition
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states were located by minimizing the force of the structures to the saaiats. Then
frequency calculations of those optimized structures were performed to ctirdirthey

are indeed the transition states corresponding tis$ociation.

The calculations of the MgMgso and Mg¢®* clusters were also carried out using the
DFT implementation program package the VASP tdder comparison and supporting
purpose. The VASP code was also used to calculatissociation over the Mg(100)
and (110) surfaces. In the VASP calculations, the exchange-correlation e@esrgy
evaluated by the PBEfunctional. The interaction between ions and electrons was
described using the projector augmented wave méftdtand a plane wave basis set
with a cutoff energy of 450 eV was used to expand the wavefunction of valence
electrons. The atomic structures were relaxed using spin-polarized corguadient
algorithm until the forces on the unconstrained atoms were less than 0.005 eV/A. The
transition states were located using nudged elastic band method and confirmed by
frequency calculations. In the calculations of Mg clusters, there wirasa20 A
separations in all three directiorss Ip andc) between clusters in neighboring unit cells to
avoid the interactions. The cluster structures were subjected to i@tawahout
constraints. The Mg(100) and (110) surfaces were cleaved from the relaxed bulk Mg
structure and were simulated with six and four layers slabs, respecBeglgrations of
at least 10 A irc directions were inserted between neighboring cells to minimize the
interactions along these directions between periodic images. The bottonliayers
surface slabs were kept frozen at the respective cleaved-from-bulk positiereags/the
top layers together with the two hydrogen atoms were allowed to relaxhd=duster

calculations]'-point was used for Brillouin zones. 6 x 3 x 1 and 4 x 4 x 1 K-point
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meshes generated with the Monkhorst-Pack scheme were used to sampleaihia Brill

zones for surface (100) and (110), respectively.

4.3. Results & Discussion:

4.3.1. Structures of Mg, Mge®*, Mge®, Mgso and Mgy¢°* Clusters. The most stable
structure of Mgis a six-atom triangular prism core with three atoms attached to each
side square of the triangular prism (Figure 4.1a). The same structurtsweasparted
previously in a work by Lyalirt al**® The structures of M§" and Mg clusters were
calculated by relaxing the optimized Mgjuster with +2 and —2 charges, respectively.
These two structures were shown in Figure 4.1 b and c. Comparing these three 9-atom
clusters, we found that the more electron the cluster has, the more closely packed t
triangular prism is. For example, the average bond length of the trianghestaahgular
prism in the M@ cluster is ~4.2 A, much larger than that of the neutraj dligster (3.2
A) and the Mg” cluster (3.06 A)The calculated HOMO-LUMO band gaps were 0.73,
0.90 and 0.81 eV for MgMgs”* and Mg*, respectively. Adding one atom to the Mg
triangle cap, we obtain the Mgtructure shown in Figure 4.1d. The M cluster was
calculated by relaxing the Mgrluster with two positive charges shown in Figure 4.1e.
The HOMO-LUMO band gaps for these two structures are 1.25 eV foydng 0.92 eV

for Mg
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Figure 4.1. Energy diagram of fHadsorption over (a) Mg(b) Mg’*, (¢) Mg, (d) Mg, and (e)
Mg.o”* clusters. For clarity, five of the Mg atoms were labeled in irstiae, transition state and
final state structures (green: Mg; white: H).
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For small metal clusters consisting of less than hundred atoms, a mean fietchpote
can be introduced to calculate the energy level of the system where every atom and
electron counts. This is the base of the Jellium model, which has successfuliyeskpla
the unusual stabilities of the Na clusters with closed electronic $fdlks., Na clusters
consisting of 2, 8, 20, 40, ...atoms have higher binding energies due to the successive
complete filling of electron shells. Such clusters were known as the niagfers.
Experimental evidence of such concept is the observation of high peaks corresponding to
those magic clusters in mass spectfa@hT.he stabilities of certain divalent and trivalent
clusters, where each atom contribute two and three electrons, respectiveligoche
explained from the electronic shell closure rtA&&¥? For example, in the work of
Doppner et¢?, the neutral Mg and doubly positive-charged Mclusters both contain
20 electrons and have enhanced stabilities compared with their correspondingedhcharg
and doubly charged neighbors. Applying the same rulg?Mgs a closed-shell (9 Mg
atoms x 2 valence electron/atom + 20 €) thus should have extra stability. Because
the binding energies of the three clusterse,Ngs”" and Mg, are not directly
comparable due to the fact that they are differently charged, we cothpdi©MO-

LUMO gaps of the clusters instead of binding energies as indication of tlagiveel
stabilities. We found that the band gap of the closed-sheft ¥y81 eV) is larger than

that of Mg, (0.73 eV) which is two electrons shy than the magic number. This obeys the
magic rules that the closed shell clusters are more stable thus hagargoand gaps.
However, the Mgf* cluster is an exception—the band gap o&fis 0.90 eV, larger

than the other two 9-atom clusters which cannot be explained by the magic ruke For t

two 10-atom clusters, our results also follow the magic rule that thgidipe close-
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shell cluster and its band gap of 1.25 eV is larger than that of thé Myister (0.92

evV).

4.3.2. H, Dissociation over Mg, Mgs?*, Mge”, Mgi1o and Mg;** Clusters. To

calculate the transition states, we first used the nudged elastic banjirii¢E®d
implemented in VASP to calculate the transition states,afissociation on the Mg

Mgio and Mgo?* clusters. Those transition state structures were then used as the initial
input structures for the GAUSSIAN calculations and allowed to be optimized to the
saddle points. These three transition state structures also provided prior knowlégge of t
transition state structures of such systems. Based on this information, Hiesirugtures

of the transition states oftlissociation over the Mg and Mg clusters were
constructed and subjected to optimize to their corresponding saddle points. For
comparison purpose, the Hissociation locations on all clusters were chosen to be very
similar, i.e. over the Mg4-Mg5 bridging bond (Figure 4.1). The activation energies w
calculated using:

AEqct = Ers — (Eciuster + EHZ)I (4.1)

whereErs, Eqyster aNdEy, are the energies of the transition state, the initial Mg cluster

and a gas phase lholecule, respectivelylE,.; calculated using both GAUSSIAN and

VASP were reported in Table 4.1.
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Table 4.1.H, dissociation energy barrier (eV) over Mg clusters calculated usings@a with
both B3LYP and PBE functional, as well as using VASP with PBE functional.

# of electrons of| # of electrons of AEqq AE.q AEgq
the cluster the transition stat¢ ( Gaussian,B3LYP) (Gaussian,PBE (VASP, PBE)
Mgo 18 20 1.03 0.62 0.61
Mge| 16 18 0.73 0.07
Mge”| 20 22 1.37 1.28
M1 20 22 1.66 1.47 1.64
Mgso*" 18 20 1.15 0.73 0.77

As shown in Table 4.1, althougtE,.; calculated using different computational
codes and functionals have different absolute values, the relative orders dbiésfon
different clusters within each method are consistent. Note that for thechastes, the
activation energies calculated using GAUSSIAN with PBE and using VABFPBE
are very similar, while the results using GAUSSIAN with B3LYP is miigfmer than
the former two, for example, th,., of theMgs>* cluster calculated using B3LYP is
0.66 eV higher than the PBE result. Therefore, the choice of the functionaicsigihyf
affects the calculated energy barriers. However, comparing the valoakated by the
same method, th&E, ., of the Mg? and Mg, clusters are consistently the two highest
among all five clusters and tdé ., for the Mg?" cluster is significantly smaller than all
the other clusters. Since the local steric environmentsfdigdociation on all clusters
are very similar, the obvious difference4f,.; of different clusters should be attributed
to the relative stabilities of the reactant Mg clusters and the tranggi@s,swhich are
determined by the difference of their electronic structures. From hereonlyweompare

the activation energies of different clusters calculated using Gausdtan/P
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When a hydrogen molecule approaches and dissociates over a magnesium cluster, the
electronic shell structure of the reaction transition state and finaldstédrs from that of
the original magnesium cluster. According to the electron counting ruédoged for
Al Hp, clusters® when a hydrogen atom is at the bridge bonded Al-Al position, its
electron would become delocalized and should be counted in the electron shell of the
metal-hydrogen cluster entity. Since in the transition state straatéifeydrogen
dissociation, both hydrogen atoms sit on bridge magnesium bonds, the two electrons from
the hydrogen atoms should be both counted for the electron shells. Accordingly, the
hydrogen dissociation transition statesud:9and TSige2-) both have 22 shell electrons.
At the same time, the initial structures of both,&nd Mg? clusters are both very
stable due to the electron closures, therefore, changing electron shell fréent&ihe
(closed) to 22 electrons (open) by adding a hydrogen molecule is not favored, thus the
AE,. for these two are expected to be high. On the other hand, tharddvg>*
clusters are both two electrons shy from closed shells. Adding two hydrogentatibras
cluster, the transition state structures of hydrogen dissociation compksd electronic
shells since the electrons from two hydrogen atoms are both counted as zkocali
electrons. Therefore, opposite te tissociation on the Mgand Mg clusters discussed
above, the reactions on Mgnd Mgg>* are from open to closed electron shells. Because
the closed-shell transition statesyfSand Tgio+) have enhanced stabilities compared
with the their corresponding reactant clusters, the height of the potentiat baat the
system needs to overcome is reduced. This explains wid\Ethe of 0.62 and 0.73 ev
for Mge and Mg¢**, respectively, are much lower than ignd Mg* clusters, as well

as Mg(0001) surface
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The reaction of a hydrogen molecule dissociates over a Mg cluster is aas@oulé
process of H-H bond elongating/splitting and hydrogen adsorption on the magnesium
cluster. The H-H elongation normally costs energy, thus it raises the erfi¢hgy
system and contributes to the increase the activation energy. The lattersrihelveo
hydrogen atoms joining the magnesium cluster skeleton accompanied by theestructur
adjustment of the original magnesium cluster to adopt the newly added two atosns. Thi
can either stabilize or destabilize the system depending on the interactiee e
two hydrogen atoms and the magnesium cluster. Accordingly, we decompddég the
into two parts of energies—the H—H elongation/splitting energy and the hydrogen
adsorption energy. The H-H elongation/splitting energy cost was caltihate
subtracting the energy of a gas phase hydrogen molecule from the enirgy of
hydrogen atoms at the distance of the transition state H-H bond length. Thesesenergi
are reported in Table 4.2. Depending on the transition state H-H bond length, the
elongation energy on different clusters varies—the longer the H-H bond length is in the
transition state structure, the larger the elongation energy isbfbtute value of the
imaginary H-H stretch frequency of the transition state also incraasée H-H distance
of the transition state and the splitting energy increase. Subtracting thelbligation
energy cost frordlE,; yields the adsorption energy, e.g. the stabilizing/destabilizing
energy by forming the magnesium cluster and hydrogen entity. When this adsorption
energy is positive, it will be added up to the H-H elongation energy and raise the
activation energy of pHadsorptive dissociate over the cluster; however, if the adsorption
energy is negative, it will compensate the H-H elongation energy cost and thessae

the activation energy. The adsorption energies are also reported in Table 4.2allére sm
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this energy is, the more stabilized the cluster structure becomes atielidthen of two
hydrogen atoms. The adsorption energy calculated as such should be a good indication of
the stability change caused by the interaction between the magnesiwen ahasthe

newly added two hydrogen atoms, thus the values of this energy follow the magic rule
For example, the adsorption energies forMgd Mge?*, —0.62 and —-0.75 eV,

respectively, are lower than Mgand Mg?. This is, again, because for the former two

the originally 18-electron clusters were greatly stabilized bydtlition of two hydrogen
atoms; while for the latter two clusters, the electron shells changed frete@@on to
22-electron, which is not a thermodynamically favored. Especially for th&,Mgsides

the unfavorable electronic shell structure change from closed to open, the aduled elec
from the hydrogen atoms entered an anti-bonding orbital. Thus, the adsorption energy f
this cluster is the highest, with a positive energy of 0.19 eV.

Table 4.2.H, dissociation adsorption activation energies (eV) decomposed to H-H splitting
energy cost and pure adsorption energies. Imaginary frequenci&safchH splitting were also
reported. All results are PBE calculations.

Mgo Mgy™* Mgy™ Mg | Mg’

AE 0.62 0.07 1.28 1.47 0.73
H-H splitting
energy cost

Adsorption energy | -0.62 -0.94 0.19 -0.14 -0.7%
H-H frequency -1086 | -741 -815 -1355 -1105

1.24 1.01 1.09 1.61 1.48

The Mg?* cluster has 16 electrons in the valence shell. Adding one hydrogen
molecule to the Mg cluster makes the transition state an 18-electron structure. The
reaction over the Mg" cluster is an open shell (reactant) to open shell (transition state)
process. Neither reactant nor product cluster structure has extraystabdompleting

electronic shell closure. However, the activation energy of 0.07 eV is exaalptilow,
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indicating the reaction is almost barrierless. This is probably because ¢hecir®nics
shell structure of the transition state is closer to the closed shell comptréie
reactant. As the electronic shell structure of a cluster getting clobestoe; the stability
of the cluster increases. Thus the reaction is very readily to occur soetled¢d¢trons

from the hydrogen can help stabilizing the structure of the cluster.

Table 4.3.Band gaps (eV) of magnesium clusters and their corresponding trantit&s) s
Mg

Mgs Mgs™ | Mge” | Mg

Band gap
of cluster 0.73 0.90 0.81 1.25 0.92

Band gap of
transition state | 1.23 2.12 0.54 0.90 1.36

The band gaps of the transition states gtildsociation on the five clusters were
reported in Table 4.3 he two 22-electron structures Jge-) and Tqg10 have smaller
band gaps (0.54 and 0.90 eV, respectively) than the two 20-electron structiges TS
(1.23 eV) and Tg1002+) (1.36 eV).Again, the exception to the magic rule here is the
transition state of Mg*— the 18-electron transition state g+ has an remarkable
large band gap of 2.12 eV. Sind€,., was calculated b¥rs — (E¢jyster + En,) and the
Ey,term for each cluster is the same, the valugiyf, is actually determined by the
value of Ers — E uster)- Base on the fact that both energy and band gap are good
indication of the stability of small clusters, the valueEys(— Ejyster) Should be
proportional to the band gap (BG) difference between the transition state &id init
cluster BGrs — BG yster)- Therefore, when we plot ouBGrs — BGoyster) VS-AEgct

of each cluster, thaE,; is linear to BG;s — BGuster) @S Clearly shown in Figure 4.2.
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For the Mg® and Mg, clusters, because the products have smaller band gaps than their
corresponding reactants, thed;s — BGster) t€rMs are negative. This implies the
transition state cluster entities are less stable than the reattagued agreement with

the prediction of the magic rule. As a result, for such reaction to occur the systedns

to overcome large energy barriers. For clustes, Mig.o>* and Mg?*, the transition

states are more stable than reactab&{ — BGyster > 0),4E,.+ are lower. We also
plotted the H dissociation reaction energy of each cluster vs. the correspaofipgin
Figure 4.2. Clearly, the activation energy and the reaction energy do ndy éxlémiv

the linear free energy relationship, e.g. theyNMbas higher reaction energy but lower

activation energy than Mg

'1 -ﬂ T T T T T T T

0.0 0.2 0.4 0.6 0.3 1.0 1.2 14 1.6

Reaction Energy (triangle) and GAP Difference(circle)

Activation Energy

Figure 4.2. Activation energy vs. band gap difference between the transition sthtbea
reactant of the Mg clusters/surfaces.
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4.3.3. Comparison of H Dissociation over Mg Clusters and Surface#\s discussed

above, the very different reactivities of the Mg clusters with simitassiepend on the
electronic shell structure changes from the initial to the final stateuéAcan imagine,

these changes are only significant for small metal clusters that casdrdoee with

Jellium model. For the Hlissociation occurring on surfaces or clusters with larger sizes,
the adsorption of H atoms on Mg species is not very strong and the structural adjustment
of Mg to adapt H would be relatively localized, thus, the H-H splitting enengyat be
properly compensated. The transition states adissociation over Mg(100) and (110)

are shown in Figure 4.3. Tl ., of 0.98 and 1.16 eV, respectively, are very similar to

theAE, of 1.05eV on (0001).

AE=0.98eV L 50 AE=1.16eV

(b)
Figure 4. 3. Transition states of hydrogen dissociation over the (a) Mg(100) sarfiacé)
Mg(110) surface.

Furthermore, the reaction occurring on Mg surfaces is too localized to bring any
significant change to the overall band gap of the system. Thi8the — BG1yster)

approximately equals zero. AssumiB§;s — BG.;,ster= O for these three surfaces, we
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marked the data points in green (0001), black (100) and blue (110) squares, respectively,
in Figure 4.2. All three points are converged nearly on the linear data line at
approximately 1.0-1.1 eV. Furthermore, the interaction between the Mg surfaces and the
hydrogen atoms at the transition state is so weak, that the energy cost of the H-H
elongation/splitting cannot be compensated. s, on the Mg surfaces are relatively
high comparing with some of the clusters where the adsorption energy of hydroge

Mg clusters lowers the activation energy.

Furthermore, our results demonstrated that the kineticg disldociation over small
Mg clusters, to which the magic rule applies, is very different from that ofitFecss.

4.4. Conclusions:

First principles density functional theory was used to study théiddociation over
selected Mg clusters. We have demonstrated the reaction energy bamgidragfen
dissociation on these clusters highly depends on the electronic structurénitidhbare
cluster and the transition state cluster entity (magnesium with hydatigehed). For
cluster Mg and Mg¢*", the electronic structures change from open shell initial states to
closed shell transition states, so the activation energies are relatwelythan for
cluster Mg® and Mg, of which the electron shells change from closed (initial state) to
open (transition state). This follows the magic rule that the clusters w#bdklectronic
shell have extra stability than the open shell. However, thé*Myster is exceptionally
stable and the hydrogen dissociation barrier over the cluster is expeotediyhich is
not discussed in the magic rule. More importantly, we demonstrate that sdme of t

clusters, compared with surfaces, have very high reactivities and compiffesignt
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kinetic properties toward Hlissociation, which might shed light on tailoring the

materials for better usage of hydrogen storage.
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CHAPTER 5

ORIGIN OF SUPPORT EFFECTS ON THE REACTIVITY OF
CERIA CLUSTER

5.1. Introduction

Metal oxides are commonly used as catalyst supports in a variety of caaimerc
heterogeneous catalytic processes, including the conversion of hydrocarbomssidre
control***?>Metal oxide also acts as active catalysts and/or promoters in many
reactions-* Catalysts comprised of an active metal oxide dispersed on the surface of
another metal oxide support are used wid&l°In these catalysts, the supporting oxides
and the dispersed oxides may exhibit very different physical and chemicatti@®ope
from their corresponding bulk counterparts. The geometric structure and theevariabl
oxidation states of metal in the active oxide, as well as the local environmerttivber
reaction takes place, control the overall catalytic perform&i¢étin this regard, the
loading of active oxide, the nature of the supporting oxide, and the preparation method all
contribute to the activity of the catalyst. For example, it was well doc@thénat the
turn-over frequency of the selective oxidation of methanol to formaldehyde on metal
oxide supported vanadia/molybdena can be greatly affected by the Stppdft In the
mean time, the loading of the dispersed active metal oxide determines the number of
active sites since the coverage of the dispersed phase is in the rangeofslayer (<
100%). Establishing a relationship between the reactivity of the dispersedrideal
catalysts on different oxide substrates by investigating the oxide cludterariayer on
the different support oxides is key to understand and design more efficienstsataly

Unfortunately, unlike the very well studied metal clusters supported on metal oxide
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the supported oxide catalysts are not as well understood as the
supported metal catalysts due to the challenges in manipulating the dispersion oxide
particles and characterizing the oxide overlayers.

Ceria-based catalysts have attracted enormous interest because @fribes v
applications in heterogeneous catalysis such as automobile exhaustriteatnd
oxidative dehydrogenation of hydrocarbdfs'***>*The unique capability of cerium that
it adapts its oxidation states under different environments, makes ceria nogooly a
support for transition metals, but also an active component in many practical
catalysts:******>However, pure ceria not suitable for the dual functionalities in those
catalysts because of the rapid sintering, poor thermal stability, andeligttion
temperaturé:*>> A second metal oxide, such as Zm@®y-Al,Os, was generally added in
ceria-based catalyst3>**°The addition of another metal oxide is expected to enhance
the dispersion and resist the sintering, as well as improve the redox property of
Ce0,.2>Numerous experimental investigations have attempted to follow the
structural transformation and to elucidate stability of the oxygen vacanoy miked
oxides!32153.156-139.161-1801 5y ever, to establish a structure-property relationship for the
complex mixed oxide systems on the molecular level is still prohibited.

Experimentally, it has been demonstrated that the loading of the cerissspatitne
nature of the support result in different reactivity of the catalyst. ¥ample, the
dispersion of the CeQentities in an alumina-supported ceria catalyst was found to
depend upon the interaction between g€a the underlying alumina suppbttin the
range of 1 ~ 39 wt% CeDtwo general types of Ce@tructures have been observ&t.

At low CeQ loadings, Ce@particles are highly dispersed on the support as two-
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dimensional (2D) patches. As the Gafdntent increases, three-dimensional (3D)
crystalline CeQ@ patrticles form and grow at the expense of the 2D pa@hes. More
importantly, different redox properties were observed for the 2D and 3. E&O
example, re-oxidizing the Ce sites of the reduced 2D.@atdhes was found to be
difficult as observed bglectron paramagnetic resonan(&PR).**® For CeQ-ZrO,
systems, most previous studies indicated that mixedrCg, solid solutions

form 1°°1°9.163.166-188 ha redox properties of ¢&r;..O, are strongly dependent upon the
structure and composition of the active phase. Due to the limitations of cunfaces
science techniques, the activity of the catalyst is measured as an axerate entire
Ce(-ZrO, sample. Consequently, the origin of the improved redox property by adding
ZrO, to the system is not cle&®® It has been suggested that the enhanced redox
properties relates to the composition of the mixed £&@, nanodomairt®®**®The
nanoscale heterogeneity derived from the local composition and structureaynay pl
important role in determining the support and promotion effects of 2P Putna et
al. investigated CO oxidation on the Gdiln supported by thpolycrystalline ZrQ and
a-Al,O; substrate$® They reported that the Cefilm over the ZrQ substrate was
highly reducible and much more reactive towards CO oxidation tharAlhgOs
substrates. Furthermore, there was no evidence of forming a mixeeZ@@{phase.
The observed enhancement in activity was rationalized by the improved reduoibili
CeQ film since ZrQ was buried under the Ce@m at the reaction conditior’§? These
authors also suggested that the support effects of @rght simply be explained by

promoting the formation of small, incoherently dispersed Qs@nds*®?
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To better understand of the origin of support effects on the Cat@lyst, CO
adsorption and oxidation over the oxide-on-oxide model catalyst, i.e. a stoichiometric
Ce 0O, cluster (as the active oxide phase) supported on the reducibl@@d®he
irreducibley-Al O3 substrates was studied using first principles density functional theory
(DFT) method. We demonstrated the distinctive effects of the irreducible duncbie
supports on the reactivity of supported.Geclusters toward CO and G@nd analyzed
the origin of the differences.
5.2 Methodology

All the calculations were carried out using the VASP ¢8@eDFT program
package with plane wave as basis set. The interactions between ions and elestrons wa
described using the projector augmented wave méthbie nonlocal exchange-
correlation energy was evaluated by the PBE functional. For systems invol/istgpi@s,
the DFT+U methotf®***1"4U = 5 used in this work) was used to treat the highly
correlated-electrons of Ce atoms. The plane wave basis set with a cutoff energy of 400
eV was used to expand the wave function of valence electrons. Spin-polarization was
included in all calculations. The atomic structures were relaxed until ttesfon the
unconstrained atoms were less than 0.05 eV/A.

The ZrQ substrate was taken from the monoclinic ZbQlk structure optimized
with the same set of parameters. The zirconium atoms in the bulk structultehaepaa
coordinated whereas the oxygen atoms are either tri- or tetra- coeddiiae optimized
lattice parameters, b, ¢ andy of ZrO, bulk are 5.160, 5.236, 5.319 A and 99.64°, in
good agreement with the experimental values of 5.151, 5.212, 5.317 A and'§9.23°.

Since the (111) orientation of Zs@ the most stable surface, the Z{111) surface was
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chosen as the supporting Zr€ubstrate. The model Z(211) slab consists of three O-
Zr-O tri-layers. As shown in Figure 5.1a, within the surface tri-layerapost layer
consists of four bi-coordinated oxygen and four tri-coordinated oxygen sites (labeled as
O.cand Qy). The middle layer of the top tri-layer consists of four hexa-coordinated and

four hepta-coordinated Zr atoms (labeled ag @nd Zr,).

I‘
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Figure 5.1. Top and side views of Zgl11) andy-Al,05(100) surface slabs. (a) ZrO2(111); (b)
v-Al,03(100). The atoms in the top surface layer are shown in ball akd thicother atoms in
the systems are shown in line formats.&nd Zg. (in light blue) are the hexa- and hepta-
coordinated Zr atoms; LHand Q. (in red) are di- and tri-coordinated O atoms:.Aih magenta)

is the penta-coordinated Al atoReproduced with permission from J. Phys. Chem. C, 2009, 113,
18296 Copyright 2009 American Chemical Society.

They-Al,03 substrate was taken from the non-spinél,O; bulk structure. Previous
experiments suggested that the penta-coordinated Al sites are availgtde dmt (100)
surface of the-Al,Oz and are the most likely nucleation sites for metal and metal oxide
clusters**'*As a result, thg-Al,05(100) surface was chosen as &l ,03 supporin

this work. As shown in Figure 5.1b, the\l,03(100) surface is terminated with twelve
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tri-coordinated oxygen and eight penta-coordinatéd @&toms. We note that both cations
and anions are exposed in the topmost layer op-AleO3(100) surface. This is different
from the ZrQ (111) surface where the anion layer is distinctively higher than the cation
layer. Both the Zrg{111) andy-Al,O3(100) surface slabs are stoichiometric, non-polar
and oxygen-terminated. The dimensions of the two surface unit cells were chosen to
allow a nearly same coverage of the binding@zeluster.

In all surface calculations, a vacuum space of at least 12 A was insetied in t
direction perpendicular to the surface between images of the slab. The tinitaire of
the CeO, cluster was constructed on the basis of the @edk structure and was
optimized in a box with a vacuum space of at least 12 A in each direction. For the
supported C#£, cluster on both surfaces, the cluster together with the top two tri-layers
of ZrO,(111) surface and the top two layerg &l O3 surface were allowed to relax
during the geometry optimization. K-point meshes of 2 x 3 x 1 and 2 x 2 x 1 for
ZrOy(111) andy-Al,05(100), respectively, were used to generate the K-points according
to the Monkhorst-Pack scheme. Convergence tests with regard to cutoff energy and K-
points sample have been performed to ensure the accuracy of the calculations.
5.3 Results and Discussion
5.3.1. Adsorption of CO and CQ on the ZrO,(111) andy-Al,03(100) Surfacesa. CO
Adsorption. On ZrQx(111), our optimization resulted in a CO molecule lying 2.56 A
above a hexa-coordinated Zr site. Our calculated adsorption energy of CO in this
structure is-0.43 eV, close to the measured heat of adsorption for CO (0.46 ~ 0.52 eV)
from microcalorimetry.” The C-O stretching frequency is calculated to be 2172 cm

which is blue shifted by 43 cfhwith respect to the calculated-O stretching frequency
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of 2129 cni in the gas phase. In the previous experimental studies, two different CO
adsorption modes were reported on the monoclinic zirddnt&The high GO

frequency that ranges from 2192 to 2195'amas assigned to CO adsorbed at the
defective sites. The low-@ frequency in the range of 2184~2187¢which is blue
shifted by 41 ~ 44 cthwith respect to the experimentatQ stretching frequency of

2143 cnt* in the gas phasg! was assigned to the adsorbed CO at the surface Zr cations.
With respect to the calculated-O stretching frequency in gas phase, our calculatéd C
frequency for adsorbed CO is in good agreement with the experimental meaisiste
Since the (111) surface is the most stable surface and is expected to dominafadbe sur
of a ZrQ, particle!’® the low G-O frequency mode in those experimental spectra should
correspond to the adsorbed CO at the cationic Zr site of th€1ArD) surface.

On they-Al,03(100) surface, CO was found to adsorb at the penta-coordinated
surface Al site with a @Al distance of 2.33 A. The adsorption energy of CO orythe
Al,05(100) surface is —0.15 eV. The calculateddCstretching frequency is blue shifted
by 16 cm' with respect to the gas phase value. Although there is no direct comparison
with the experimentally observed IR spectra, our results are in §enassstent with the
previous theoretical calculatiodd!”°In the early computational work of Zecchina et al,
the band with a blue shift of 22 ¢mvas assigned to CO adsorption at the penta-
coordinated Al sites with an adsorption energy of —0.21'éDigne et al® also
reported a blue shift of 10~16 &nfor CO adsorption on the penta-coordinated Al sites
with the same-Al,03(100) surface model used in this work. The adsorption energy of

CO were in arange of —0.41 ~ -0.21 eV, slightly larger than our value.
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The vibrational properties of CO adsorbed on oxides have been used to elucidate the
nature of the cationic sité5? On a non transition metal oxide surface, the interaction
between CO and cation site is predominantly electrostatic. The blue shift of CO
stretching frequency is a result of the polarized field of the cation, and tretutke of
the shift is proportional to the strength of the fiEfWe note, however, that Zr is a 4d
transition metal element and the contribution of d orbitals often reduces thhestat
effect. The fact that CO adsorbed on the i®1) surface has a larger blue shift rQC
stretching frequency and a larger adsorption energy than CO adsorpédQr3(100)
indicates that the local field induced by*Zon the ZrQ(111) surface is stronger than
that by the Al* sites ony-Al,05(100). Consequently, the Zrsite on the Zrg{111)
surface is expected to be more acidic than tiésies ony-Al,05(100).

b. CO, Adsorption. The acidic C@ molecule generally adsorbs on the basic sites of
oxide surfacé® Different strengths of surface basicity are expected to result in differe
adsorption configuratiorfs:**-*#*Typically, CQ binds at a strong basic oxygen site in a
monodentate configuration via aQgt bond, whereas at the weak basic sites, it binds in
bidentate or bridged configurations via bothQg, s and O-Mg,s bonds. On the
ZrO,(111) surface, we found that G@dsorbs in a bidentate configuration, forming a
carbonate like species. The C-O bond lengths of the carbonate species are 1.21, 1.28 and
1.51 A, respectively. The adsorption energy was calculated to be +0.05 eV, indicating
that the adsorption is slightly endothermic. However, our vibrational frequenkygiana
of the adsorption structure shows that the resulting carbonate is at a true minmoeim Si
no imaginary frequency was found. The frequencies corresponding to the syoraneétri

asymmetric stretching are 1850 and 1187 craspectively. These values are close to
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those of bridged carbonate speci€sThe adsorption of C£ony-Al,05(100) has been
studied previously®* The adsorbed Cinds a surface Al bridge site and forms a
bidentate carbonate species. The calculated adsorption energy oh@y-

Al,03(100) surface is —0.80 eV.

5.3.2. CgO, Cluster on the ZrO,(111) andy-Al,03(100) Supports.The optimized
structure of the unsupported £r cluster consists of a planar ring and two out-of-plane
oxygen “legs” (Q), as shown in Figure 5.1c. Based on the chemical intuition that aligns
the cluster cations with the surface anions and the cluster anions witle staf@nic

sites, multiple binding configurations of the;Og cluster over on Zrgi111) andy-
Al,03(100) have been examined. The stability of the supportg@,@huster was
evaluated by calculating its binding energy,

Epina = Ecez0a — (Ece204 + Esupp), (5.1)
whereE;,,,, is the total energy of the g8 cluster interacting with the supporting
substratef.,0+andE,,,are the total energies of the unsupportegdzeluster and the
substrate, respectively. According to this definition, a more negative bindirgyener
corresponds to a stronger interaction between the cluster and the supporting surface

The most stable structure of the,Ogcluster on the Zrg§111) surface has a binding
energy of —5.32 eV. The top and side views of this structure are shown in Figure 5.2a.
Two O atoms of the G&, cluster bind with the surface £rand Zr sites in a bridging
configuration. The bond lengths of the-@rs. and Q—Zrzcare 2.15 and 2.09 A,
respectively. The planar structure of-Cg—Ce-0O; is tilted with respect to the Zp(111)
surface plane so that thg &om points to the substrate surface withaZb,. bond of

2.11 A. In addition, each Ce atom interacts with ans@e at a CeO,. distance of ~
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2.20 A, further enhancing the interaction between the cluster and the s@apiert.
charge analysi8 indicates that the Zrsurface slab is slightly reduced with a total

charge of —0.20 |e|. This charge was transferred from the suppos@gddiester.

Figure5.2. Optimized structures of G®, cluster supported on the (a) Z(011) and (b)
v-Al,03(100) surfaces. (c) Optimized structure of the unsupporte@,Chuster. The
color scheme is the same as that of Figure 1. Oxygen atoms@f €ester are shown in
dark red; Ce atoms are shown in yell®gproduced with permission from J. Phys. Chem. C,
2009, 11318296 Copyright 2009 American Chemical Society.

On they-Al,03(100) surface, all the oxygen atoms are tri-coordinated. The strength of
the interaction between a cluster Ce ion and the surface oxygen site iedxpeigpend
on their distance. In the most stable structure of th&{duster supported on the
Al,03(100) surface, shown in Figure 5.2b, the distances between the oxygen atoms of the
cluster and the bonded Akites are 1.85, 1.88, and 1.96 A, respectivEhe two Ce-Q.
bond lengths are 2.35 and 2.28The calculated binding energy of g on they-
Al,03(100) surface is —4.21 eV. Bader charge analysis indicates that no net charge

transfer is found between the supported@zeluster and the-Al,03(100) slab. This can

be attributed to the irreducible nature of h&l,O5 surface.

90



The interaction between the L& cluster and the-Al,03(100) substrate is weaker
than that between @8, and ZrGQ(111). The binding of the G@, cluster on the
ZrOy(111) andy-Al,05(100) surfaces arises from the cation and anion pairs between the
cluster and surface sites. The relative stabilities of th®O=uster on the supports can
be affected by many factors, including the charge and coordination unsaturation of
surface cationic sites as well as the geometric mismatch betwednster and the
substrate. First, the formal charges of the cationic sites os{7r) andy-Al,03(100)
are +4 and +3, respectively. Second, the,ZtDl) surface exposes both the bi-
coordinated and the tri-coordinated oxygen sites whilg-#hleO3(100) surface exposes
only the tri-coordinated oxygen sites. The stronger binding gD{en ZrG,(111) than

ony-Al,05(100) can be attributed to an overall effect of both factors.

¢ iievel [

Figure5.3. CO, adsorption on (a) Zrfp111) supported and (l§)Al0O3(100) supported
Ce0, cluster. CQ adsorption on the unsupported,Ogcluster is shown in the inset.
The C atom is in grayreproduced with permission from J. Phys. Chem. C, 2009,18P%6
Copyright 2009 American Chemical Society.

5.3.3. CQ Adsorption on the Supported CeO, Cluster. CO, also adsorbs on the basic

oxygen sites of the supported,Og clusters. Figure 5.3 shows the relaxed structures for
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CO, adsorption on both ZrQ111) andy-Al,03(100) supported GO, clusters. In both
adsorption structures, the carbon atom binds an oxygen atom oftbedliester,

forming a surface carbonate €0species. C@adsorption on the supported Og

cluster is typically attributed to an acid-base interaction due to the stasmaty of the
oxygen atoms in the @@, cluster**'®>The adsorption energies of €6n the

ZrOy(111) and the-Al,05(100) supported GO, cluster are —0.98 and —-1.11 eV, which
are close to the adsorption energy of —1.12 eV of @Dthe unsupported g8, cluster

in a similar configuration. Bader charge analysis showed that the@Orption did not
cause charge transfer between support an@Lthe ZrQ(111) slab remains reduced by
~—0.2 |e| whereas there is no net charge ip-#igO3(100) slab. Charge redistributions
did occur between the adsorbed Gfiblecule and the G@, clusters. Since there is no
charge transfer between the,Ogclusters and the two substratiéss expected that the
ZrOy(111) andy-Al,05(100) supports have very minor effects on the acid-base
interaction between CCand the CgO, clusters.

Unlike the typical adsorption configuration of €@n single crystal metal oxide
surfaces in which at least one of the oxygen atoms of the resulting carboeets does
not interact directly with the cationic sites of the surfa| three oxygen atoms of the
carbonate species shown in Figure 5.3 are in the range of forming bonds with the Ce
atoms of the cluster. The calculated asymmetric and symmettichstigefrequencies for
the carbonate species formed on Q1) supported GO, cluster are 1529 and 1262
cm?, respectively. The corresponding frequencies ony-#ke03(100) supported GO,
cluster are 1517 and 1278 ¢nrespectively. On the unsupported;Ogcluster, the

carbonate species has the frequencies of 1514 and 126&tearly, these frequencies
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of the carbonates, both on the supported clusters and unsupported cluster, are in the range
of but different from the reported assignments of the monodentate, bidentate aad bridg
configurations of adsorbed GOn metal oxide surfaced? suggesting the uniqueness of
CO; adsorption configuration on the £ clusters.

5.3.4. CO Adsorption on Ce Sites of the Supported g8, Cluster. CO molecule can
adsorb through its carbon atom onto the acidic Ce site of the suppos@gdisster in

an upright configuration. The optimized structures of CO adsorption on the Cetbite of
ZrOy(111) supported GO, (Figure 5.4a) ang-Al,03(100) supported GO, the (Figure

5.4b) are very similar. The calculated CO adsorption energie®&® and-0.28 eV
respectively. Compared to the CO adsorbed on the unsuppos®@g cliester £0.24 eV),

the weak interaction between CO molecule and the support€ Claster via the ECe
bonding indicates both supports have little effects on “physical” adsorption of CO on the

Ce 0, cluster.

% -0.25eV g -0.28eV

Figure5.4. CO adsorption on Ce atom of (a) 4(0L1) supported and (p)Al,O3(100)
supported C£, cluster. CO adsorption on the Ce atom of the unsupportgd, Cleister
is shown in the inseReproduced with permission from J. Phys. Chem. C, 200918296
Copyright 2009 American Chemical Society.
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5.3.5. The Reactivity of the ZrQ(111) and they-Al,O3(100) Supported CgO4

Clusters. The reactivity of the Zrg§111) and the-Al,03(100) supported GO, clusters
are investigated by “reactive” adsorption of CO. In addition to the physiso®eaxhGhe
supported and the unsupported@eclusters discussed in section 5.3.4, a CO molecule
can also be adsorbed through its carbon atom, bridging the two oxygen atoms of the
supported C£, cluster.After adsorption, the CO molecule, in combination with the two
oxygen atoms of the cluster, forms a carbonate like;{TC&pecies. We therefore refer to
this CO adsorption mode as G€xactiveadsorption. The optimized structures of CO
reactive adsorption on the Zx11) andy-Al,03(100) supported GO, clusters are

shown in Figure 5.5a and 5.5b. After CO reactive adsorption, tla@@®Q atoms of the
supported G, cluster were pulled out of their original positions to form the*CO
species. Meanwhile, the other atoms of thedzelusters underwent pronounced
relaxations. As shown in Figure 5.5a, the two Ce atoms were pushed apart fnrom eac
other with respect to their original positions in the adsorbed cluster strbetiore CO
adsorption. Nevertheless, both &oms and both Ce atoms as well as thatGm

remain bonded with the support. The lengths of the three C—O bond in tiesp&ies
formed on the Zrg{111) supported G&, cluster are 1.28, 1.29, and 1.34 A,
respectively. These C—O bond distances are very close to the C—O distancefoinl.28
CaCQ,'®* confirming the formation of a G species after CO reactive adsorption.
Moreover, the vibrational frequencies calculated for the adsorption structure ar@nt510
1299 cnt, consistent with the experimental values on the Ge@face, although the
comparable values were assigned to an inorganic carbox3i@e.they-Al,05(100)

supported C£, cluster, the optimized structure is more symmetric after CO reactive
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adsorption, as shown in Figure 5.5b. Although the original structure of ki Claster

is also deformed after CO adsorption, the atoms eDg£eemain bonded with the
Al,03(100) substrate. The calculated C-O distances of thé €fkcies formed on the
Al,03(100) supported G&, cluster are 1.27, 1.28 and 1.37 A, respectively, and again,
are very similar to the C§) in bulk CaCQ. The frequencies calculated for the £0
species are 1562 and 1255 tmwhich are also in agreement with the experimental

valuest®*

Figure 5.5. Carbonate-like structure formed on (a) £{I11) supported and ()
Al,03(100) supported GO, cluster upon reactive adsorption of (€&produced with
permission from J. Phys. Chem. C, 2009, 1896 Copyright 2009 American Chemical
Society.

Furthermore, we examined the energetics for reactive adsorption of CO. The

adsorption energies are calculated as,

Egas = E(ce202)(co3) — (Ecez04 t Eco) (5.2)
whereE{e202(co3) is the total energy of system in which CO is reactively adsorbed on
the supported GO, cluster. The calculated CO adsorption energies for the(ZtD)
andy-Al,05(100) supported GO, clusters are —0.55 and —-4.33 eV, respectively. Bader
charge analysis showed that in addition to the charge redistribution associhattdewit
formation of the C@ species, the Zr§p111) andy-Al,03(100) supports gained electron

charges of 0.37 and 0.28 |e|, respectively, indicating both substrates were reduced upon
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CO adsorption. In the case of Z(011), CO adsorption makes the substrate further
reduced with respect to the substrate only supporting tf@,Crister. We expected the
contributions from the CO-G@, interaction to CO adsorption energies to be similar
since CO only interacts directly with the g clusters in both systems. Such a
significant difference in CO adsorption energies was, therefore, notateidi The
obvious difference between the two systems is the substrate: zirconia ibleeduc
whereas alumina is not. As a reference, we calculated the reactive aasof@iO on

the unsupported G&, cluster. The optimized adsorption structure is similar to those of
the Ce0O,4-CO fragments in Figure 5.5a and b. The adsorption energy is —2.60 eV

according to

Eaas = Ece202)(co3) — (Ece204 * Eco) (5-3)
whereE ce202)cos) is the total energy of reactively adsorbed CO on the unsupported
Ce O, cluster. If we use the adsorption energy on the unsupport€i &g a reference,
the two supports will have an opposite effect on the CO reactive adsorption: the
adsorption energy is decreased with A1) being the support but increased wih

Al,03(100) as the support.

E -
Cep0y4 C%ds > CO,2 /(C0202)2+

Ebind support support| Eint

E S
Ce,0y/support %»[(Cezoz)z”’cof']/suppon
Scheme 5.1. Thermodynamic cycle of CO reactive adsorption on the support€d, Ce
cluster.Reproduced with permission from J. Phys. Chem. C, 2009,18P86 Copyright 2009
American Chemical Society.

To understand the origin of the dramatic difference between th€1Ar0) andy-

Al,03(100) supported GO, cluster towards CO reactive adsorption, we constructed a
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thermodynamic cycle of converting £& to (CeO,)*(COs)* through CO reactive
adsorption on the two supports. As shown in Scheme 5.1, the formationdt@@es
CO to lose two electrons to the adjacent twd'@ms. The step on the unsupported and
both supported GO, clusters can be described as:

Ce0, + CO- (Ce0,)? (CO)* (R5.1)
Thus the adsorption structures shown in Figure 5.5 can be divided into two parts: the
support and the (G8,)**(C0s)* complex. The interaction energ¥;{;) between the
support and the (G©,)**(C0Os)* complex can be calculated as:

Eint = E{ce202)(co3) — (E(ce202)(c03) + Esupp) (5.4)
The calculated:;,,; are —3.27 eV for Zrg§111) and —5.94 eV for-Al,03(100). Based on
thermodynamic cycle illustrated in Scheme 5.1, we have
Egas = Eaas + Eine — Epina (5.5)

With Eagsknown from Eq.(5.3)E; ;. will only depend on the value aE§,; — Epina)-
Eine (o1 Eping) measures the strength of the interaction betweesOQE&COs)* (or
Ce0,) and the support. The calculatéd, andEy;,4 for both supports are provided in
Table 5.1. On the Zr{111) support, the interaction between 488**(COs)* and
ZrOy(111) E;,:= —3.27 eV) is weaker than that between@eand ZrQ(111) Eping=
-5.32 eV). Consequentl¥;,,; — Eping IS positive (2.05 eV). This makes the CO reactive
adsorption much weaker on the 4(0L1) supported GO, than that on the unsupported
Ce0.. On the other hand, the binding of $0g)?*(COs)* (E;,,,= —5.94 eV) is
significantly stronger than that of &, (E};,q= —4.21 eV) on the-Al,03(100)
substrate, yielding a negative valug 8f,; — Eping) (—1.73 €V). This results in an

increased CO reactive adsorption energy orytAe03(100) support G, cluster by
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1.73 eV stronger with respect to the unsupportefDeeuster. Overall, difference of the
CO reactive adsorption energy on the two supports is 3.78 eV. Clearly, th@ Zxoand
v-Al»,05(100) substrates induced completely opposite effects for ty@,Crister toward
reactive adsorption of CO.

Table 5.1.Calculated reactive adsorption energies (eV) of CO on the unsupported
CeyO4 cluster (Eags), an on the ZrO,(111) andy-Al,03(100) supported CeO4 cluster
(Eags); the binding energies of Cg0, cluster (Eping) and (Ce0,)**CO5* (Eint) on the

ZrO 5(111) and they-Al,03(100) substratesReproduced with permission from J. Phys.
Chem. C, 2009, 11318296 Copyright 2009 American Chemical Society.

System Bas Eadss Ebind  Eint

Ce0q, -2.60 - - -
Ce04/ZrO,(111) - -0.55 -5.32 -3.27
CeO 7-AlL,OJ100) - -433 —4.21 -594

To further elucidate the effect of different supports on the CO reactive adaarpt
Ce 04, we performed a local density of state analysis for the Ce atomsQeibg
cluster supported on the ZxQ11) andy-Al,03(100) substrates, as well as the
unsupported GO, cluster. The projected density of states (PDOSSs) of the Ce atoms was
plotted in Figure 5.6. Before CO adsorption, the PDOSs of the two Ce atoms in@he Ce
cluster on both substrates are very similar, as shown in Figure 5.6a and d. Upon CO
adsorption, thé-associated peaks of the Ce atoms were shifted downward on both
ZrOy(111) (Figure 5.6b, c) andAl,03(100) (Figure 5.6e,f) supports. On the Z{{11)
supported C#£, cluster shown in Figure 5.2a, the mbastates are located at 1 ~ 2 eV
above the Fermi level, as shown in Figure 5.6a. This indicates tHadtttes of the Ce
atoms are unoccupied and the Ce atoms are fully oxidized. After reactivptemsof
CO, thesd-states are split into two parts: one is located at the Fermi leviel thkiother

lies at a relatively higher energy of ~ 3 eV above the Fermi level, as shdwgure 5.6b
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and c. Moreover, the states located at -5 ~ -1 eV with equally dordinadf features

before CO adsorption have been shifted downward to -6 ~ -2 eV and lost some intensity
after CO adsorption. Although the two Ce atoms in Figure 5.5a appear not to be
structurally symmetric, the PDOSs of these two Ce atoms shown in Figorarid c are

very similar. Therefore, both Ce atoms were reduced through partial occupgtheir

4f states upon CO reactive adsorption. OnytiA¢,03(100) supported GO, cluster, the

initially unoccupied states of the Ce atoms are located at 0.5 ~ 1.5 eV above the Fermi
level (Figure 5.5d). After CO reactive adsorption, tHfestates are shifted to ~ -1 eV

below the Fermi level and become occupied (Figure 5.6e and f), again indicatiregy the C

atoms were reduced.

1.0

ZrO,-supported Al O, -supported

(d)

0.5}

DOS (state/eV)

-1.0 L L L ; L L L L L L L L
-8 -6 -4 -2 0 2 4 6 -8 -6 -4 -2 0 2 4 6

Energy (eV) Energy (eV)

Figureb.6. PDOS of the Ce atoms in the Z(D11)-supported GO, before (a) and after
(b,c) CO reactive adsorption and PDOS of the Ce atoms in g(AD0)-supported
Ce0, before (d) and after (e,f) CO reactive adsorptieproduced with permission from J.
Phys. Chem. C, 2009, 11B3296 Copyright 2009 American Chemical Society.
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Figure 5.6 also shows the differences between the splits of states wo theports.
On ZrOy(111), the occupiedf4tates are located at the Fermi level and close to the
bottom of the conduction band. In contrast, these occupied statesl gD3(100) are
located at the top of the occupied valance band and well-below the Fermi level. The
different characteristics of Cé dtates on the two supporting oxides are likely results of
the different properties of the two oxides. The reducible;@) destabilizes the
occupied Ce fistates after reduction, and thereby, the@gE*(COs)? intermediate, and
promotes the turnover of CO to @@n the other hand, the irreducilplé\l ,O3(100)
stabilizes the occupied Céates, and consequently, the AT#**(COs)?* intermediate.
The high stability of the intermediate formedyeAl ,03(100) makes the reaction
stagnate at the intermediate states and slows down the overall reaction.

The oxidation of CO has been frequently used as a probe reaction to investigate the
reactivity of ceria-based catalyst§.°®°"16>187.18} i5 helieved that the lattice oxygen
acts as oxidant and the reaction occurs via the Mars-van Krevelen mecHarniém.
Aneggi et al demonstrated that the reaction is surface structure sefiSifike.
carbonate-like species have been proposed as likely intermediates during G@roxida
over the ceria-based cataly§8In the following discussion, we demonstrate the support
effects on the reactivity of the &, cluster for CO oxidation based on the formation of
the (Ce0,)**(COs)* intermediate by analyzing the complete cycle on the@1) and
v-Al,05(100) supported, as well as the unsupportegDeelusters. The oxidation of CO
in these systems can be schematically decomposed into three steps, as shawa in Fig
5.7a. In the first step, CO molecule adsorbs on th®Oduster forming the carbonate-

like complex species. The first step is exothermic ofO¢eupported on both ZeQL11)
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andy-Al,05(100) and the reaction energies are —0.55 and —4.33 eV. The second step is to
desorb C@and form an oxygen-deficient & cluster supported on the substrates by
the decomposing the carbonate-like {G£°*(COs)* species via the following reaction:
(Ce0,)*"(CO3)* > Ce0; + CO,. (R5.2)

The calculated reaction energies for (R5.2) are —0.50 and +1.71 eV for (@ axand
v-Al>,05(100) supported clusters, respectively. We note that afteid€sdrption the
resulted CgOs clusters on both supports kept the skeletal structures of the original
supported C#£, clusters. To complete the catalytic cycle, the@zeluster has to be re-
oxidized to regenerate gay,

Ce03+ %2 Q > CeO.. (R5.3)

The reaction energies of the oxidation step (R5.3) are calculated to be —2.21 and —

0.63 eV for the Zr@(111) supported and theAl,03(100) supported clusters,
respectively. Figure 5.7b summarizes the energetics in the potentia} enafites for
the reaction on the ZgQL11) andy-Al,03(100) supported GO, clusters. Figure 5.7
also includes the energetics of the corresponding reaction steps on the unsupp@ied Ce
cluster. The reaction energies of three steps (R5.1~R5.3) on thélG@surface were
reported by Nolan et al* using DFT+U (U = 5) method. The local structure of the (100)
surface where CO reactive adsorption occurs is very similar to that ofshpported
Ce0y cluster in this work. The adsorption energy of CO on the,(A€0) surface with
the similar adsorption structure is —3.21 eV. (We note that the adsorption en€@@y of
on CeQ(110) depends on the U values in DFT+U calculation, as demonstrated by Huang
and Fabrig’ The reaction energy for CO oxidation on the g&Q0) surfaces is —0.88

eV We re-analyzed their results based on the reaction cycle in Figuransl7a
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obtained the C@desorption energies of +2.33 eV on the ¢{@00) surface shown in

Figure 5.7b.
% (@
co(g) R, @
T 1/20(9)
[cO,21(Ce0,)?] Ce,0;
@
CO,9)
= Ce,0,/2r0,(111)
= Ce,0,/Al,0,(100)
ev. (b) == Unsupported C,

Figure5.7. Potential energy profiles of CO oxidation on unsupported (black)(Zi®)
(red) andy-Al,03(100) (blue) supported @8, cluster, and Cef100) (green) surface.
Reproduced with permission from J. Phys. Chem. C, 200918296 Copyright 2009
American Chemical Society.

As shown in Figure 5.7b, the Zg(Q11) andy-Al,03(100) substrates have
dramatically different effects on the CO oxidation reaction over the suppozéd C
clusters. The formation of the intermediate AT®**(COs)* (R5.1) and the re-oxidation
step (R5.3) are exothermic on both supports. Howeves,dé€brption (R5.2) is

exothermic on the Zrgd111) supported GO, cluster but endothermic on the
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Al,03(100) supported GO, cluster. Although the reactive adsorption of CO is
energetically favorable over theAl,03(100) supported GO,, the extremely high
energy cost to desorb G@ expected to hinder the catalytic turnover. The CO
desorption energy from the Cg@00) surface is even higher. In fact, the formation of
carbonate-like species was observed experimentally after introducingt@€e system
and the CO conversion to G@ far less than 10096° This is concomitant to our results,
suggesting that CQlesorption is the most likely rate-limiting step for CO oxidation in
ceria-based catalysts. Compared to the unsupport€d, Cleister, our results predict a
negative effect of the-Al,03(100) support on CO oxidation. In contrast, all three steps
on the ZrQ(111) supported GO, cluster are exothermic. Therefore, we expect that the
ZrOy(111) substrate will promote the turnover of CO oxidation on the support€l Ce
cluster. These predictions are consistent with previous experimental dioservaor
example, Aguila et al. studied the oxidation of COr&¥ ,03, ZrO, and SiQ supported
CeQ catalysts at low temparatur®.They reported a higher CO conversion on ZrO
supported Ce@catalyst than on the other two supports. Putna et al. investigated CO
oxidation on Ce@®thin films supported by-Al.Os; and polycrystalline Zr@"®? They
found a significant fraction of CO was oxidized on the Zs@pported Cegxhin film
whereas on the-Al O3 supported Cefonly very small fraction of CO was oxidized.
The lattice oxygen of the supported Ge€lands was believed to be responsible for the
oxidation reactiort®® Although exact structures of theAl .05 a-Al,O; and

polycrystalline ZrQ supports used in those experiments are different from our model
Ce04/y-Al,03(100) and CgD,/ZrO,(111), we believe that our models capture a key

aspect of those supported catalytic systems: the reducibility of the suyipuet.
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importantly, our results demonstrated the reactivity of the supported oxideskemtebe

manipulated by using different oxide substrates.

5.4 Conclusion

First-principles density functional theory calculations were used to exanareffect
of ZrO,(111) andy-Al,03(100) as supports on the reactivity of the@geclusters for CO
oxidation. Our results showed that the supports do not affect the acid-basdianeasc
manifested by the adsorption gé&nd CO in upright configuration. However, for the
reactive adsorption of CO, the two substrates were found to have very differertisimpac
on the reaction energies. The reactive adsorption of CO leads te& )A€ 0s)*
species with adsorption energies of —0.55 eV and —4.33 eV, a124) andy-
Al,03(100) supported GOy, respectively. The results were analyzed in the context of
catalytic oxidation of CO by ceria. Zp@ expected to be a more active support due to
the relatively smooth potential energy profile. On the other hangt;AthgD3(100)-
supported ceria is likely to be less efficient due to the formation of the higlle st
(Ce0,)**(COs)? intermediate. The results suggest that the catalytic properties can be

tailored by varying the supports.
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CHAPTER 6

SUMMARY

As illustrated in the above three chapters, by choosing the proper model and
theoretical method, the performance of heterogeneous catalyst syatebesstudied as
a function of chemical composition, molecular structure and electronicis&utinlike
experimental measurements, where the data reveal only the averagenpfeg e
theoretical modeling is proved to be able to pin down to the active site and yield
important structural, electronic and energetic information of the reactiomeFudre, as
the metal-on-oxide systems have been intensely studied in the past decade, to our best
knowledge the modeling of an oxide-on-oxide system presented in this dissertation was
the first. We hope our work will shed light on even broader studies of similar highly

dispersed catalytic systems.
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APPENDIX .
VASP Input Files

INCAR

System = Mg surface
Start parameter for this Run:
NWRITE = 2; LPETIM=F write-flag & timer

ENCUT = 450.0

PREC = high

ISTART = O job :0-new l-cont 2-samecut
ICHARG = 2 charge: 1-file 2-atom 10-const
ISPIN = 1 spin polarized calculation?
INIWAV = 1 electr: O-lowe 1-rand 2-diag
NELM = 200; NELMIN=2; NELMDL=0 # of ELM steps
EDIFF = .5E-04 stopping-criterion for ELM

lonic Relaxation

EDIFFG = .5E-03 stopping-criterion for IOM
NSW =

1 number of steps for IOM

NBLOCK = 1; KBLOCK = 115 inner block; outer block

IBRION = 2 ionic relax: 0-MD 1-quasi-New 2-CG

ISIF = 2

IWAVPR = 1 prediction: 0-non 1-charg 2-wave 3-comb

ISYM = 2 0-nonsym l-usesym

LCORR = T Harris-correction to forces

POTIM = 0.500 time-step for ion-motion

TEIN = 5000.0 initial temperature

SMASS = -1 Nose mass-parameter (am)
Electronic Relaxation 2

IALGO = 48 algorithm

LDIAG = T sub-space diagonalisation

LREAL = F real-space projection

LPLANE=T

NPAR =1

LSCALU =F

NSIM =4

LORBIT =12

DOS related values:
EMIN = 10.00; EMAX =-10.00energy-range for DOS
ISMEAR = 0; SIGMA = 0.1 broadening in eV -4-tet -1-fermi 0-gaus
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POTCAR

PAW_PBE Mg 05Jan2001
2.00000000000000000
parameters from PSCTR are:

VRHFIN =Mg: s2p0

LEXCH =PE

EATOM = 23.0029 eV, 1.6907 Ry

TITEL = PAW_PBE Mg 05Jan2001

LULTRA = F use ultrasoft PP ?

IUNSCR = 1 unscreen: 0-lin 1-nonlin 2-no

RPACOR = 2.000 partial core radius

POMASS = 24.305; ZVAL = 2.000 mass and valenz
RCORE = 2.000 outmost cutoff radius

RWIGS = 2.880; RWIGS = 1.524 wigner-seitz radius (au A)
ENMAX = 210.012; ENMIN = 157.509 eV

ICORE = 2 local potential

LCOR = T correct aug charges

LPAW = T paw PP

EAUG = 274.554

DEXC = -136

RMAX = 3.182 core radius for proj-oper

RAUG = 1.300 factor for augmentation sphere

RDEP = 2.025 radius for radial grids

QCUT = -3.929; QGAM = 7.858 optimization parameters
Description

I E TYP RCUT TYP RCUT

0 .000 23 2.000

0 2.000 23 2.000

1 .000 23 2.000

1 2.000 23 2.000

2 .000 23 2.000

Error from kinetic energy argument (eV)

NDATA = 100

STEP = 20.000 1.050

1.04 103 103 102 102 100 .983 .970
942 908 890 851 .809 .764 .718 671
623 576 530 463 421 .381 .324 .290
258 214 176 154 124  991E-01 .781E-01 .607E-01

465E-01 .352E-01 .262E-01 .192E-01 .123E-01 .875E-02 .546E-02 .386E-02
254E-02 .184E-02 .153E-02 .142E-02 .140E-02 .140E-02 .137E-02 .128E-02
.116E-02 .986E-03 .794E-03 .646E-03 .483E-03 .354E-03 .248E-03 .195E-03

.110411849401E-01 .222294381191E-02 -.769082318013E-02 -.188122184779E-01 -
.312592923923E-01
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-.451552348125E-01 -.606274240112E-01 -.778063850533E-01 -.968246278328E-01 -

.117815051255E+00

-.140908114251E+00 -.166226693095E+00 -.193878249699E+00 -.223945644936E+00 -

.256478870224E+00

End of Dataset
PAW_PBE H 15Jun2001
1.00000000000000000
parameters from PSCTR are:

VRHFIN =H: ultrasoft test

LEXCH =PE

EATOM = 12.4884¢eV, .9179Ry
TITEL = PAW_PBE H 15Jun2001
LULTRA = F use ultrasoft PP ?
IUNSCR = 0

RPACOR = .000 partial core radius

unscreen: 0-lin 1-nonlin 2-no

.370 wigner-seitz radius (au A)

11.498 optimization parameters

POMASS = 1.000; ZVAL = 1.000 mass and valenz
RCORE = 1.100 outmost cutoff radius
RWIGS = .700; RWIGS =

ENMAX = 250.000; ENMIN = 200.000 eV
RCLOC = .701 cutoff for local pot

LCOR = T correct aug charges

LPAW = T paw PP

EAUG = 400.000

RMAX = 2.174 core radius for proj-oper
RAUG = 1.200 factor for augmentation sphere
RDEP = 1.112 radius for radial grids

QCUT = -5.749; QGAM =

.218291785052E+00 .231111285582E+00
.274058360669E+00
.290003411772E+00 .306834456261E+00
.363111942119E+00
.383966180135E+00 .405957135129E+00
.479334063113E+00
.506468633774E+00 .535051617308E+00
.630213044198E+00
.665327240103E+00 .702274605035E+00
.825003774715E+00
.870190709396E+00 .917683647268E+00
.107508906766E+01
.113291999036E+01 .119363810694E+01
.139446137456E+01
.146810439717E+01 .154535438480E+01
.180043064973E+01
.189383506471E+01 .199175409551E+01
End of Dataset
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.244653165208E+00

.324597274563E+00

429141912617E+00

.565153691761E+00

.741142107159E+00

.967589374872E+00

.125737506141E+01

.162637576612E+01

.209439843814E+01

.258955547168E+00

.343339748817E+00

.453580140822E+00

.596848556376E+00

.782020360869E+00

.102001918033E+01

.132426829240E+01

.171134089760E+01



POSCAR

System: MggH.cluster

1.000000000000000
20.000000000000000 0.0000000000000000
0.0000000000000000 20.000000000000000
0.0000000000000000 0.0000000000000000

0.0000000000000000
0.0000000000000000
20.000000000000000

10 2

Direct
0.3024582491600278
0.4392890084967666
0.5112309247480651
0.3602572435061475
0.3712669872237620
0.4300904730949092
0.4932382803046711
0.5113223105808880
0.2809929479054621
0.4138569692793003
0.4300904730949092
0.4300904730949092

0.3223225089071744
0.2485222338819169
0.3781776000761421
0.2597495995746340
0.4538305050257938
0.3898751586293988
0.5075843311194194
0.2660293457359018
0.3887775668772402
0.3703656961723810
0.3608118596951291
0.2660293457359018
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0.1975114696982939
0.1940740464683674
0.2237877554118134
0.3274403435789272
0.2276336207534491
0.3608118596951291
0.2948241745509927
0.3261589719714888
0.3314743448823219
0.1075264382392041
0.3223225089071744
0.3314743448823219



KPOINTS
For Surfaces:

K-Point Grid

0

Monkhorst Pack
331

000

For Clusters:

K-Point Grid

0

Monkhorst Pack
111

000

For Clusters:

K-Point Grid

0

Monkhorst Pack
334

000
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APPENDIX II. Gaussian Input Files

Structure optimization:

%chk=Mg10_2+.chk directory for checkpoint file
%mem=300MB specify the memory usage
# b3lyp/6-31+g(d,p) opt specify calculation type and basis set

Title Card Required

21 charge and spin state
Mg 6.4 6.2 4.5 coordinates(Cartesian)
Mg 8.7 4.3 5.0

Mg 94 7.0 3.9

Mg 7.1 5.2 7.3

Mg 7.3 9.1 4.7

Mg 8.2 7.9 7.3

Mg 104 9.1 5.7

Mg 104 6.1 6.6

Mg 9.2 6.0 9.2

Mg 5.3 7.7 6.7

Transition state locating

%chk=Mg10_2+_TS.chk

%mem=300MB

# PBEPBE/6-31+g(d,p) opt=(ts,EstmFC) frejansition state and frequency calculation
geom=check guess=read iop(5/13=1,1/11=1) structure read from checkpoint
Title Card Required

21 structure will be read from checkpoint, no coordinate input

IRC calculation

%chk=Mg10-TS.chk checkpoint file must be an optimized transition state
%mem=300MB
# IRC=(reverse,calcFC,MaxPoints=30,internal) thirty IRC steps

lop(5/13=1,2/16=1) PBEPBE/6-31+g(d,p) geom=check guess=read
Title Card Required

01
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