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Correspondence

The problem of decision fusion in distributed sensor systems is considered. Distributed sensors pass their decisions about the same hypotheses to a fusion center that combines them into a final decision. Assuming that the sensor decisions are independent from each other conditioned on each hypothesis, we provide a general proof that the optimal decision scheme that maximizes the probability of detection at the fusion for fixed false alarm probability consists of a Neyman-Pearson test (or a randomized N-P test) at the fusion and likelihood-ratio tests at the sensors.

I. INTRODUCTION

Systems of distributed sensors monitoring a common volume and passing their decisions into a centralized fusion center which further combines them into a final decision have been receiving a lot of attention in recent years [1]. Such systems are expected to increase the reliability of the detection and be fairly immune to noise interference and to failures. In a number of papers the problem of optimally fusing the decisions from a number of sensors has been considered. Tenney and Sandell [2] have considered the Bayesian detection problem with distributed sensors without considering the design of data fusion algorithms. Sadjadi [3] has considered the problem of hypothesis testing in a distributed environment and has provided a solution in terms of a number of coupled nonlinear equations. The decentralized sequential detection problem has been investigated in [4, 5]. In [6] it was shown that the solution of distributed detection problems is nonpolynomial complete. Chair and Varshney [7] have solved the problem of data fusion when the a-priori probabilities of the tested hypotheses are known and the likelihood-ratio (L-R) test can be implemented at the receiver. Thomopoulos, Viswanathan, and Bougoulias [8, 9] have derived the optimal fusion rule for unknown a-priori probabilities in terms of the Neyman-Pearson (N-P) test.

For the "parallel" sensor topology of Fig. 1, Srinivasan [10] has shown that the globally optimal solution to the fusion problem that maximizes the probability of detection for fixed probability of false alarm when sensors transmit independent, binary decisions to the fusion center, consists of L-R tests.
II. OPTIMALITY OF N-P/L-R TEST IN DISTRIBUTED DECISION FUSION

A number of sensors $N$ receive data from a common volume. Sensor $k$ receives data $r_k$ and generates the first stage decision $u_k$, $k = 1, 2, \ldots, N$. The decisions are subsequently transmitted to the fusion center where they are combined into a final decision $u_0$ about which of the hypotheses is true, Fig. 1. Assuming binary hypothesis testing for simplicity, we use $u_i = 1$ or $0$ to designate that sensor $i$ favors hypotheses $H_1$ or $H_0$, respectively. In order to derive the globally optimal fusion rule we assume that the received data $r_k$ at the $N$ sensors are statistically independent, conditioned on each hypothesis. This implies that the received decisions at the fusion center are independent conditioned on each hypothesis. Improvement in the performance of conventional diversity schemes is based on the validity of this assumption [16]. Given a desired level of probability of false alarm at the fusion center, $P_{F_0} = a_0$, the test that maximizes the probability of detection $P_{D_0}$ (thus, minimizes the probability of miss $P_{M_0} = 1 - P_{D_0}$) is the N-P test [17, 18]. Because of the comparison to a threshold this test is referred to as a threshold optimal test.

Next, we prove that the optimal solution to the fusion problem involves an N-P test at the fusion center and L-R tests at the sensors.

Let $d(u_1, u_2, \ldots, u_N)$ be the (binary) decision function (rule) at the fusion. Since $d(u_1, u_2, \ldots, u_N)$ is either 0 or 1, and all the possible combinations of decisions $\{u_1, u_2, \ldots, u_N\}$ that the fusion center can receive from the $N$ sensors is $2^N$, the set of all possible decision functions contain $2^{2N}$ functions. However, not all these functions $d$ can be threshold optimal as the next Lemma states.

**LEMMA 1.** Let the sensors individual decisions $u_k$ be independent from each other conditioned on each hypothesis. Let $P_F = P(u_i = 1 \mid H_0)$ be the false alarm probability and $P_D = P(u_i = 1 \mid H_1)$ be the probability of detection at the $i$th sensor. Assuming, without loss of generality, that for every sensor $P_D \geq P_F$, a necessary condition for a fusion function $d(u_1, u_2, \ldots, u_N)$ to be threshold optimal is

$$d(A_k, U - A_k) = 1 \Rightarrow d(A_n, U - A_n) = 1$$

if $A_n > A_k$ \hspace{1cm} (1)

where $U = \{u_1, u_2, \ldots, u_N\}$ denotes the set of the peripheral sensor decisions, $A_k$ is a set of decisions with $k$ sensors favoring hypothesis $H_1$ (whereas the complement set of decisions $U - A_k$ favors hypothesis $H_0$), and $A_n$ is any set that contains the decisions from these $k$ sensors. The symbol "$>$" is used to indicate "greater than" in the standard multidimensional coordinate-wise sense, i.e., $A_n > A_k$ if and only if $u_n \geq u_k \forall i$, $i = 1, 2, \ldots, N$, with at least one holding as
a strict inequality, where $u_n(u_k)$ indicates the decision of the same $i$th sensor in the $A_n(A_k)$ decision set.)

**Proof.** Let $P_F = P(u_i = 1 | H_0)$ be the false alarm probability and $P_D = P(u_i = 1 | H_1)$ be the probability of detection at the $i$th sensor. $d(A_k, U - A_k) = 1$ implies that the likelihood ratio

$$
\frac{p(A_k, U - A_k | H_1)}{p(A_k, U - A_k | H_0)} = \frac{p(A_k | H_1)p(U - A_k | H_1)}{p(A_k | H_0)p(U - A_k | H_0)} > \lambda_0
$$

(2)

which in turn implies that, for $A_n > A_k$,

$$
p(A_n, U - A_n | H_1) = \frac{p(A_k | H_1)p(A_n - A_k | H_1)p(U - A_n | H_1)}{p(A_k | H_0)p(A_n - A_k | H_0)p(U - A_n | H_0)}
$$

$$
\geq \frac{p(A_k | H_1)p(U - A_k | H_1)}{p(A_k | H_0)p(U - A_k | H_0)} > \lambda_0
$$

(3)

since, under the assumption that $P_D \geq P_F$ for every sensor $i$,

$$
P(u_i = 1 | H_1) = \frac{P_D}{P_F} \geq \frac{P(u_i = 1 | H_0)}{1 - P_F} = 1 - P_D.
$$

(4)

From (3), it follows that $d(A_n, U - A_n) = 1$.

**Remark 1.** Functions that do not satisfy (2) cannot lead to the set of optimal thresholds. A function $d$ that satisfies Lemma 1, is called a monotone increasing function in the context of switching and automata theory, Table I, [19].

**Remark 2.** If $P_D = P_F$ for all sensors, the L-R at the fusion is degenerated to one, identically for any combination of the peripheral decisions [9]. Hence, for any likelihood test, the false alarm probability $P_F$ and the detection probability $P_D$ at the fusion are either a) both one, if the threshold is less or equal to one, or b) both zero, if the threshold is greater than one. If the L-R at the fusion is degenerated to zero, the condition $P_D > P_F$ does not hold. However, this is an uninteresting case, for if we wish to maximize the detection probability at the fusion, we would either ignore the sensors for which $P_D \leq P_F$, or, randomize their decisions by flipping coins and deciding with probability 1/2 for either one of the two hypotheses.

**Lemma 2.** For any fixed threshold $\lambda$ and any fixed monotonic function $f(u_1, u_2, \ldots, u_N)$, $P_D$ is an increasing function of the $P_D$, $i = 1, 2, \ldots, N$.

**Proof.** The decision function that corresponds to the likelihood test at the fusion is contained in the set of monotone functions of $N$ variables. Consider one such monotone increasing decision function $d(u_1, u_2, \ldots, u_N)$. The function $d$, when expressed in sum of product form in the Boolean sense [19], contains only some of the literals $u_1, \ldots, u_N$ in the uncomplemented form and none of the complemented variables $(\overline{u}_1, \overline{u}_2, \ldots, \overline{u}_N)$. Since the random variables $u_1, u_2, \ldots, u_N$ are statistically independent, it is possible to compute $P_D$ knowing the $P_D$, $i = 1, 2, \ldots, N$. Taking partial derivatives of the $P_D$ w.r.t. $P_D$, one obtains that $(\partial P_D / \partial P_D) > 0$ for all $i$, i.e., the desired result. (As an illustration, consider the function $d(u_1, u_2, u_3) = u_1 + u_2u_3$. For this function $P_D = P_F + P_D - P_D(P_D, P_D)$, from which, $(\partial P_D / \partial P_D) > 0$, $i = 1, 2, 3$.)

**Theorem 1.** Under the assumption of statistical independence of the sensor decisions conditioned on each hypothesis, the optimal decision fusion rule for the parallel sensor topology consists of an N-P test (or, a randomized N-P test) at the fusion and L-R tests at all sensors.

**Proof.** Given the decisions $u_1, u_2, \ldots, u_N$ at the fusion center, the best fusion rule which achieves maximum $P_D$ for fixed $P_F = \alpha_0$ is the N-P test (assuming that the false alarm probability $\alpha_0$ is realizable by an N-P test at the fusion; the randomized case is treated separately afterwards). Call the best test at the fusion center $t(u_1, \ldots, u_N) = \overline{H}_1 \lambda_0$. From Lemma 1, it follows that the decision function that corresponds to the above test must be one of the monotone increasing functions $d(u_1, u_2, \ldots, u_N)$. Assume that the individual sensors use some test other than the L-R test and are operating with $(P_F, P_D)$ such that the condition $P_F = \alpha_0$ is met. From [8, 9] it is seen that $P_D$ is a function of the $P_D$, only, and that $P_D$ is a function of the $P_D$. Furthermore, from Lemma 2, $P_D$ is a monotonic increasing function of the $P_D$. Therefore, the L-R tests at the sensors which operate with $(P_F, P_D)$ lead to the best performance at the fusion, since in this case, the achieved $P_D$ is greater than or equal to $P_D$ that can be achieved with any other test at the sensors.

If the false alarm probability $\alpha_0$ is not achievable by an N-P test, a randomized N-P maximizes the
probability of detection at the fusion for the given false alarm probability. Let the best randomized N-P test at the fusion center be \( I(u_1, ..., u_N) \geq \lambda_0 \) w.p. \( p \), resulting in false alarm probability \( P_{F_0} \), and \( I(u_1, ..., u_N) > \lambda_0 \) w.p. \( 1-p \), resulting in false alarm probability \( \tilde{P}_{F_0} \). The thresholds \( \lambda_0 \) and \( \lambda_0 \) are chosen so that the total false alarm at the fusion

\[
P_{F_0} = pP_{F_0} + (1-p)\tilde{P}_{F_0} = \alpha_0.
\]

Thus, the corresponding detection probability at the fusion

\[
P_{D_0} = pP_{D_0} + (1-p)\tilde{P}_{D_0}.
\]

Since the probability \( p \) is fixed from the constraint (5), the detection probability in (6) is maximized if each one of the \( P_{D_0} \) and \( \tilde{P}_{D_0} \) is maximized.

But, according to the part of the proof in the nonrandomized N-P test above, each one of these two detection probabilities is maximized if an L-R test is used at the sensors. Hence, the Theorem is also proven for the randomized N-P/L-R test.

A precise characterization of the set of fusion functions that satisfy Theorem 1, indicated as \( R_N \) in Table II, can be found in [12].

III. CONCLUSIONS

A general proof that the optimal fusion rule for the distributed detection problem of Fig. 1 involves an N-P test (or a randomized N-P test) at the fusion and L-R tests at all sensors has been provided. The proof does not suffer from the weaknesses of the Lagrange-multipliers-based proof in [10].
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TABLE I
Table of Monotone Increasing Functions and Percentage of Reduction

<table>
<thead>
<tr>
<th>Number of Sensors N</th>
<th>Number of Monotone Functions</th>
<th>Number of all Possible 2^N Functions</th>
<th>Percentage Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>16</td>
<td>62.5</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>256</td>
<td>92.19</td>
</tr>
<tr>
<td>4</td>
<td>168</td>
<td>65,536</td>
<td>99.74</td>
</tr>
<tr>
<td>5</td>
<td>7,581</td>
<td>4.2949673 x 10^6</td>
<td>99.99962</td>
</tr>
<tr>
<td>6</td>
<td>7,828,354</td>
<td>1.8446744 x 10^19</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE II
Total Number of Functions Searched For the Set of Optimal Thresholds

<table>
<thead>
<tr>
<th>Number of Sensors N</th>
<th>Total Number of Monotone Functions ( R_N )</th>
<th>Percentage Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>168</td>
<td>114</td>
</tr>
<tr>
<td>5</td>
<td>7,579</td>
<td>6,894</td>
</tr>
<tr>
<td>6</td>
<td>7,828,352</td>
<td>7,786,338</td>
</tr>
</tbody>
</table>
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Decoding Techniques in State Estimation for Dynamic Systems With Past Histories

States of discrete dynamic systems with past histories are first quantized and then estimated by using both the Viterbi decoding algorithm and a stack sequential decoding algorithm. State estimation with a stack sequential decoding algorithm is faster and more practical than the state estimation with the Viterbi decoding algorithm, even though the estimates obtained by the Viterbi decoding algorithm are superior to the estimates by a stack sequential decoding algorithm.

I. INTRODUCTION

Researchers have been dealing with recursive state estimation of dynamic systems with a first-order memory since Kalman's original work [5]. As a result, many estimation schemes have been proposed [5-11], and these schemes have been also applied for practical systems [12]. These estimation schemes are referred to as the classical estimation schemes. Dynamic models of the classical estimation schemes, which are said to be the classical dynamic models, must be linear functions of a white disturbance noise and (additive) observation noise, and they must also have a first-order memory. Well-known optimum state estimates have been presented for linear dynamic models with white Gaussian noise. However, optimum state estimates cannot, in general, be given for nonlinear dynamic models except for some special cases. An example of these cases is the classical nonlinear discrete dynamic models with discrete state values and white Gaussian noise. The states of these models can be optimally estimated (in the mean-square sense) by recursively computing the conditional density of a state given the observations, and then finding the conditional mean of this state [9]. States of nonlinear dynamic models are, in general, estimated by linearizing nonlinear models by a Taylor series expansion [6, 9]. Hence, nonlinear functions of nonlinear models must be smooth enough for a Taylor series expansion. Linearization errors may sometimes cause state estimates to diverge from the actual state values [13].

Recently, Demirbaş [1], and Demirbaş and Leondes [2, 3] have considered state estimation of dynamic models with a first-order memory, which are more general than the models of the classical estimation schemes. These dynamic models can be nonlinear functions of the states, disturbance noise, and observation noise. The resulting estimation schemes are based upon the decoding techniques of information theory. These schemes have been also applied for practical systems [4]. These schemes do not require any model linearizations. Therefore, the state estimate divergence caused by model linearization errors are prevented with these schemes. Thus, these schemes are superior to the classical estimation schemes, such as the extended Kalman filter, for highly nonlinear dynamic systems [4].

States of dynamic models with a higher order memory (i.e., with a memory of order which is greater than one) could be estimated by first representing these dynamic models by higher dimensional dynamic models with a first-order memory, and then using an estimation scheme cited above. But this increases the implementation complexity of state estimation.

Here, states of dynamic models with a higher order memory are estimated by using both a stack sequential decoding algorithm and the Viterbi decoding algorithm (VDA), without higher dimensional dynamic system representation. This results in memory reduction for state estimate implementation.

II. PROBLEM STATEMENT

We treat the state estimation of dynamic systems with past histories (i.e., an Mth-order memory),
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