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Abstract

We give new descriptions of the factors of Dickson polynomials
over finite fields.

KEYWORDS: Dickson polynomials, finite fields, cyclotomic polynomials
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1 Introduction

We let Fq denote the finite field of characteristic p containing q elements.
Let n be a positive integer and write t = bn/2c. In his 1897 PhD Thesis,
Dickson introduced a family of polynomials

Dn(x) =
t∑

i=0

n

n− i

(
n− i

i

)
xn−2i.

These are the unique polynomials satisfying Waring’s identity

Dn(x + x−1) = xn + x−n.

In recent years these polynomials have received an extensive examination.
In fact, a book [8] has been written about them. They have become known
as the Dickson polynomials (of the first kind).

In [5] and then later simplified in [2] a factorization of the Dickson poly-
nomials over Fq is given. We summarize their results as follows:

Theorem 1.1. If q is even, then Dn(x) is the product of irreducible polyno-
mials in Fq[x] which occur in cliques corresponding to the divisors d of n,
d > 1. To each such d there corresponds φ(d)/(2kd) irreducible factors, each
of which has the form

kd−1∏
i=0

(x− (ζqi

+ ζ−qi

))

where ζ is a dth root of unity, φ is Euler’s totient function and kd is the least
positive integer such that qkd ≡ ±1 (mod d).

Theorem 1.2. If q is odd, then Dn(x) is the product of irreducible polyno-
mials in Fq[x] which occur in cliques corresponding to the divisors d of n for
which n/d is odd. To each such d there corresponds φ(4d)/(2kd) irreducible
factors, each of which has the form

kd−1∏
i=0

(x− (ζqi

+ ζ−qi

))

where ζ is a 4dth root of unity and kd is the least positive integer such that
qkd ≡ ±1 (mod 4).
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We remark that these results were given in more generality then we use
here.

Notice that the factors appearing in the above results are in Fq[x], al-
though their description uses elements from outside of Fq. The purpose of
this paper is to better understand these factors. In this regard, we show that
these factors can be obtained from the factors of certain cyclotomic polyno-
mials. This in turn gives a relationship between self-reciprocal polynomials
and these Dickson factors. We also obtain a recursion for these factors. In
the final section of this paper we record a few identities that we discovered
in this pursuit which appear to be new.

2 General results

For a polynomial f(x) over Fq, f(x)∗ denotes the reciprocal of f(x), namely,
f(x)∗ = xnf(1/x), where n = deg f . We say that f(x) is self-reciprocal if
f(x) = f(x)∗. Let Pn be the collection of all polynomials over Fq of degree
n and let Sn denote the family of all self-reciprocal polynomials over Fq of
degree n.

We define
Φ : Pn → S2n

by
f(x) → xnf(x + x−1),

where n = deg f . This transformation Φ has been studied previously. The
first occurrence is Carlitz [3]. Other authors writing about Φ are Miller
[10], Andrews [1], Meyn [9], Cohen [6], Scheerhorn [11], Chapman [4] and
Kyuregyan [7].

A self-reciprocal polynomial b(x) of degree 2n can be written as

b(x) =
n−1∑
i=0

bi(x
2n−i + xi) + bnx

n.

Define
Ψ : S2n → Pn

by

b(x) →
n−1∑
i=0

biDn−i(x) + bn.

4



Theorem 2.1. (a) Φ ◦Ψ = idS2n and Ψ ◦ Φ = idPn.
(b) Φ and Ψ are multiplicative.
(c) If deg f1 = d1 and deg f2 = d2 with d1 > d2 then

Φ(f1 + f2) = Φ(f1) + xd1−d2Φ(f2).

(d) If b(x) is irreducible of degree 2n and self-reciprocal then Ψ(b(x)) is
irreducible. If a(x) is irreducible of degree n and not self-reciprocal then
Ψ(a(x)a(x)∗) is irreducible.

Proof: We first check that the codomains are correct. For f(x) = anxn+
an−1x

n−1 + · · · , with an 6= 0, we have Φ(f(x)) = xn[an(x + x−1)n + an−1(x +
x−1)n−1 + · · · ] which has degree 2n. The reciprocal of Φ(f(x)) is

x2n(x−1)nf(x−1 + x) = xnf(x + x−1) = Φ(f(x)).

Thus Φ(Pn) ⊂ S2n. And

Ψ(b(x)) = b0Dn(x) + b1Dn−1(x) + · · ·
has degree n as b0 6= 0 and deg Dj = j. So Ψ(S2n) ⊂ Pn.

We now prove (a). Write b(x) =
∑n−1

i=0 bi(x
2n−i + xi) + bnx

n.

Φ ◦Ψ(b(x)) = Φ

(n−1∑
i=0

biDn−i(x) + bn

)

= xn

[
n−1∑
i=0

biDn−i(x + x−1) + bn

]

= xn

[
n−1∑
i=0

bi(x
n−i + x−(n−i)) + bn

]

=
n−1∑
i=0

bi(x
2n−i + xi) + bnx

n = b(x),

where we have used Waring’s identity in the third line. Thus Φ ◦ Ψ is the
identity.

Now in Pn the coefficient of xn is non-zero and the others are arbitrary so
that |Pn| = (p − 1)pn. And for b(x) ∈ S2n, b0 6= 0 and the other coefficients
are arbitrary so that |S2n| = (p− 1)pn. Hence Ψ ◦ Φ is also the identity.
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We now prove (b). Say deg f(x) = r and deg g(x) = s. Then

Φ((fg)(x)) = xr+s(fg)(x + x−1)

= xrf(x + x−1) · xsg(x + x−1)

= Φ(f(x))Φ(g(x)).

Now suppose b(x) and c(x) are self-reciprocal polynomials. From (a)

Φ(Ψ(b(x)c(x)) = b(x)c(x)

= (Φ ◦Ψ)(b(x)) · (Φ ◦Ψ)(c(x))

= Φ[Ψ(b(x))Ψ(c(x))] by the first part.

Consequently,
Ψ(b(x)c(x)) = Ψ(b(x))Ψ(c(x))

as Φ is injective by (a).
For (c) notice that

Φ((f1 + f2)(x)) = xd1((f1 + f2)(x + x−1))

= xd1f1(x + x−1) + xd1−d2xd2f2(x + x−1)

= Φ(f1(x)) + xd1−d2Φ(f2(x)).

We now prove (d). Let b(x) ∈ S2n be irreducible. Suppose Ψ(b(x)) =
f(x)g(x), with deg f, deg g ≥ 1. Then using (a) and (b)

b(x) = (Φ ◦Ψ)(b(x)) = Φ(f(x))Φ(g(x)),

a contradiction. Next suppose a(x) is irreducible and Ψ(a(x)a(x)∗) = u(x)v(x),
with deg u(x), deg v(x) ≥ 1. Then, taking Φ, we have a(x)a(x)∗ = Φ(u(x))Φ(v(x)).
Since a(x) is irreducible, it divides one of Φ(u(x)) or Φ(v(x)). Say a(x) di-
vides Φ(u(x)). Since Φ(u(x)) is self-reciprocal, a(x)∗ also divides Φ(u(x)).
Further, since a(x)∗ is irreducible and a(x) 6= a(x)∗ we see that a(x)a(x)∗

divides Φ(u(x)). But then the degree of Φ(v(x)) is less than 1, a contradic-
tion.

Lemma 2.2. Φ(Dn(x)) = x2n + 1.
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Proof;

Φ(Dn(x)) = xnDn(x + x−1) = xn(xn + x−n) = x2n + 1,

where we have again used Waring’s identity.

Lemma 2.3. Let g(x) be separable and self-reciprocal. Then g(x) factors as

a1(x)a1(x)∗a2(x)a2(x)∗ · · · ar(x)ar(x)∗b1(x)b2(x) · · · bs(x),

for some r, s ≥ 0. Here each ai(x) is irreducible and not self-reciprocal, each
bj(x) is irreducible and self-reciprocal and the ai and bj are distinct.

Proof: Let p(x) be an irreducible factor of g(x) and let β be a root of
p(x). Then 1/β is also a root of g(x) as g(x) is self-reciprocal. If 1/β is a
root of p(x) then p(x) is self-reciprocal. Otherwise, the minimal polynomial
of 1/β, namely p(x)∗, also divides g(x), and p(x) 6= p(x)∗. The factors are
distinct as g(x) has no multiple roots.

Let Qd(x) be the dth cyclotomic polynomial, namely the product of (x−γ)
over all primitive dth roots of unity γ.

Lemma 2.4. If (p, n) = 1 then

xn + 1 =
∏

d|n
Q2d(x).

Proof:
(xn − 1)(xn + 1) = x2n − 1 =

∏

d|2n

Qd(x)

= (
∏

d|n
Qd(x))(

∏

d|n
Q2d(x))

= (xn − 1)(
∏

d|n
Q2d(x)).

Consequently,

xn + 1 =
∏

d|n
Q2d(x).
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3 Characteristic 2

Here we assume p = 2. Since D2m(x) = Dm(x)2 we need only factor Dn(x)
for odd n. Consequently, we assume that n is odd throughout this entire
section.

Lemma 3.1. Let n = 2m + 1.
(a) Dn(x) = xFn(x)2, for some polynomial Fn(x) of degree m.
(b) (x + 1)Φ(Fn(x)) = xn + 1.

Proof: For (a), let

Fn(x) =
t∑

i=0

n

n− i

(
n− i

i

)
xm−i.

For (b), we use Lemma 2.2 and Theorem 2.1(b).

x2n + 1 = Φ(Dn(x)) = Φ(x)Φ(Fn(x))2 = (x2 + 1)Φ(Fn(x))2.

So (xn + 1)2 = [(x + 1)Φ(Fn(x))]2, giving (b).

Proposition 3.2. xn+1 is separable and self-reciprocal. Factor as in Lemma
2.3

xn + 1 = a1(x)a1(x)∗ · · · ar(x)ar(x)∗b1(x) · · · bs(x).

Then

Fn(x) = Ψ(a1(x)a1(x)∗) · · ·Ψ(ar(x)ar(x)∗)Ψ(b1(x)) · · ·Ψ(bs(x)),

is the factorization of Fn(x) into irreducible polynomials over Fq.

Proof: The first statement is clear. By Lemma 2.2, Φ(Dn(x)) = x2n +
1. Applying Ψ using Theorem 2.1(b) we see that each Ψ(aa∗) and Ψ(b) is
irreducible by Theorem 2.1(d).

We now give a recursive description of the factors of Fn(x) in Proposition
3.2. Recall that if m|n then Dm(x)|Dn(x) (since p = 2) and so Fm(x)|Fn(x).
Set

Gn(x) = lcm{Fm(x) : m|n and m < n}
and set

Hn(x) = Fn(x)/Gn(x).
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Thus Hn(x) consists of the factors of Fn(x) which have not occurred as factors
of Fm(x), m < n.

Let Qd(x) be the dth cyclotomic polynomial over Fq, namely the product
of (x− γ) over all primitive dth roots of unity γ.

Lemma 3.3. Hn(x) = Ψ(Qn(x)).

Proof: Suppose d|n and d < n. Then

xd + 1 =
∏

e|d
Qe(x)

Fd(x) =
∏

e|d
Ψ(Qd(x)).

Thus
Gn(x) = lcm{Fd(x) : d|n, d < n} =

∏

d|n,d<n

Ψ(Qd(x)).

Now

xn + 1 =
∏

d|n
Qd(x)

Fn(x) =
∏

d|n,d<n

Ψ(Qd(x)) ·Ψ(Qn(x)).

So Hn(x) = Fn(x)/Gn(x) = Ψ(Qn(x)).
Let 〈q〉n denote the subgroup generated by q in Z∗n, the group of units of

Zn. We always consider two cases:
(i) −1 ∈ 〈q〉n. Here we let v be the least positive integer such that n|qv+1.
(ii) −1 /∈ 〈q〉n. Here we let w be the least positive integer such that

n|qw − 1.

Lemma 3.4. (a) Suppose that −1 ∈ 〈q〉n. Then Qn(x) is the product of all
self-reciprocal polynomials of degree 2v and order n.

(b) Suppose that −1 /∈ 〈q〉n. Then Qn(x) is the product of all irreducible,
not self-reciprocal, polynomials of degree w and order n.

Proof: (a) In the notation of [12], we have n ∈ Dv. The result is then
[12], Theorem 11.
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(b) By the definition of w, all primitive nth roots of unity lie in GF (2w)
and no smaller field. Hence if p(x) is an irreducible factor of Qn(x) then
deg p(x) = w. Clearly p(x) has order n as its roots are primitive nth roots
of unity. And p(x) is not self-reciprocal by [12], Theorem 8. Conversely, if
p(x) has order n then p(x) divides Qn(x).

Theorem 3.5. (a) Suppose −1 ∈ 〈q〉n. The irreducible factors of Hn(x) are
the Ψ(b(x)), over all irreducible, self-reciprocal polynomials of degree 2v and
order n.

(b) Suppose −1 /∈ 〈q〉n. The irreducible factors of Hn(x) are the Ψ(a(x)a(x)∗)
where ∪{a(x), a(x)∗} is all irreducible, not self-reciprocal, polynomials of de-
gree w and order n.

Proof: (a) follows from Lemma 3.3 and Lemma 3.4. For (b), note that if
γ is a primitive nth root of unity then so is 1/γ. Hence if a(x) divides Qn(x)
so does a(x)∗. Pair the factors of Qn(x) as a(x)a(x)∗ before applying Ψ.

Example: Consider the cyclotomic polynomials

Q3(x) = x2 + x + 1

Q7(x) = x6 + x5 + x4 + x3 + x2 + x + 1,

and

Q21(x) = x12 + +x11 + x9 + x8 + x6 + x4 + x3 + x + 1

over F2.
F21(x) = Ψ(Q3(x))Ψ(Q7(x))Ψ(Q21(x))

= (D1(x)+1)(D3(x)+D2(x)+D1(x)+1)(D6(x)+D5(x)+D3(x)+D2(x)+1)

= (x + 1)(x3 + x2 + 1)(x6 + x5 + 1).

Hence
D21(x) = xF (x)2 =

= x(x + 1)2(x3 + x2 + 1)2(x6 + x5 + 1)2.

Chou [5] showed that any irreducible f(x) over GF (q) divides some Dn(x).
The next result describes precisely when this happens.

Proposition 3.6. Suppose f(x) is an irreducible polynomial of degree d ≥ 2.
Then f(x) divides Dn(x) if and only if ord Φ(f(x)) divides n.

10



Proof: We have f(x)|Dn(x) iff f(x)|Fn(x) iff Φ(f(x)) divides Φ(Fn(x))
iff Φ(f(x)) divides (x + 1)Φ(Fn(x)) = xn + 1 iff ordΦ(f(x)) divides n.

We now give a second description (in the case q = 2) of the factors of
Hn(x), from the point of view of their image under Φ rather than their pre-
image under Ψ.

Let p(x) be an irreducible polynomial over F2. The inverse trace of p(x) is
the coefficient of x in p(x). Equivalently, if α is a root of p(x) and K = F2(α)
then the inverse trace of p(x) is trK/F2(1/α).

We first record a result of Meyn, [9].

Lemma 3.7. Let f(x) be irreducible of degree n over F2.
(a) If the inverse trace of f(x) is 1 then Φ(f(x)) is irreducible.
(b) If the inverse trace of f(x) is 0 then Φ(f(x)) factors as u(x)u(x)∗,

for some irreducible, not self-reciprocal, polynomial u(x) of degree n.

Proposition 3.8. Suppose q = 2.
(a) If −1 ∈ 〈2〉n then the irreducible factors of Hn(x) are the irreducible

polynomials f(x) of degree v and inverse trace 1 such that Φ(f(x)) has order
n.

(b) If −1 /∈ 〈2〉n then the irreducible factors of Hn(x) are the irreducible
polynomials f(x) of degree w and inverse trace 0 such that Φ(f(x)) has order
n.

Proof: (a) The irreducible factors of Hn(x) are the f(x) = Ψ(b(x))
for irreducible, self-reciprocal polynomials b(x) of degree 2v and order n.
So f(x) is irreducible, degree v, with inverse trace 1 by Lemma 3.7, and
Φ(f(x)) = b(x) has order n. The proof of (b) is similar.

Set
m(f) = min{n : f(x)|Dn(x)}.

Corollary 3.9. Let f(x) be irreducible of degree d ≥ 2 over F2.
(a) m(f) divides exactly one of 2d + 1 or 2d − 1.
(b) m(f) divides 2d + 1 iff the inverse trace of f(x) is 1.

Proof: Let n = ordΦ(f(x)) = m(f) by Proposition 3.6. Then Φ(f(x))
divides Qn(x) and so f(x) divides Ψ(Qn(x)) = Hn(x) by Lemma 3.3. Thus
by Proposition 3.8 either −1 ∈ 〈2〉n, n|2d + 1 and the inverse trace of f(x) is
1 or −1 /∈ 〈2〉n, n|2d − 1 and the inverse trace of f(x) is 0.
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4 Odd characteristic

Here we assume that p is odd. Since Dpm(x) = Dm(x)p we need only factor
Dn(x) with (p, n) = 1. Thus, we assume (p, n) = 1 throughout this section.
The results here are similar to the results when p = 2 except that we work
with Q4n instead of Qn. The proofs are also similar and thus we will be brief.

Proposition 4.1. x2n + 1 is separable and self-reciprocal. Factor x2n + 1 as
in Lemma 2.3,

x2n + 1 = a1(x)a1(x)∗ · · · ar(x)ar(x)∗b1(x) · · · bs(x).

Then

Dn(x) = Ψ(a1(x)a1(x)∗) · · ·Ψ(ar(x)ar(x)∗)Ψ(b1(x)) · · ·Ψ(bs(x)),

is the factorization of Dn(x) into irreducible polynomials over Fq.

Proof: Same as the proof of Proposition 3.2.
Recall that if m|n and n/m is odd then Dm(x)|Dn(x). Set

Gn(x) = lcm{Dm(x) : m|n, n/m odd and m < n}

and set
Hn(x) = Dn(x)/Gn(x).

Thus Hn(x) consists of the factors of Dn(x) which have not occurred as
factors of Dm(x), m < n.

Lemma 4.2. Hn(x) = Ψ(Q4n(x)).

Proof: By By Lemma 2.4,

x2n + 1 =
∏

d|2n

Q4d(x).

Now proceed as in Lemma 3.3.
Again we consider two cases:
(i) −1 ∈ 〈q〉4n. Here we let v be the least positive integer such that

4n|qv + 1.
(ii) −1 /∈ 〈q〉4n. Here we let w be the least positive integer such that

4n|qw − 1.
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Lemma 4.3. (a) Suppose that −1 ∈ 〈q〉4n. Then Q4n(x) is the product of
all monic self-reciprocal polynomials of degree 2v and order 4n.

(b) Suppose that −1 /∈ 〈q〉4n. Then Q4n(x) is the product of all monic
irreducible, not self-reciprocal, polynomials of degree w and order 4n.

Proof: Same as Lemma 3.4.

Theorem 4.4. (a) Suppose −1 ∈ 〈q〉4n. The irreducible factors of Hn(x) are
the Ψ(b(x)), over all monic irreducible, self-reciprocal polynomials of degree
2v and order 4n.

(b) Suppose −1 /∈ 〈q〉4n. The irreducible factors of Hn(x) are the Ψ(a(x)a(x)∗)
where ∪{a(x), a(x)∗} is all monic irreducible, not self-reciprocal, polynomials
of degree w and order 4n.

Proof: Same as Theorem 3.5.

Proposition 4.5. Suppose f(x) is a monic irreducible polynomial of degree
d ≥ 2. Then f(x) divides Dn(x) if and only if 4 divides ord Φ(f(x)), ord
Φ(f(x)) divides 4n and 4n

ord Φ(f(x))
is odd.

Proof: Same as Proposition 3.6.

5 Some new identities

We can easily derive an identity over Z. For odd p recall that Dm(x) divides
Dn(x) if m|n and n/m is odd. We can find the quotient in one case.

Corollary 5.1. Write n = 2sm with m = 2k + 1 odd. Then

Dn(x) = D2s(x)

(k−1∑
i=0

(−1)iDn−(2i+1)2s(x) + (−1)k

)
,

holds over Z.

Proof: We first work over F = GF (p). The second factor on the right is

Ψ

(k−1∑
i=0

(−1)i(x2n−2s+1−i2s+1

+ xi2s+1

) + (−1)kxk2s+1

)
.

13



Note that 2n − 2s+1 − i2s+1 = 2s+1(m − 1 − i). Let j = i + 1. Then the
second factor on the right is thus

Ψ

( m∑
j=1

(−1)j+1x2s+1(m−j)

)
.

Apply Φ to the right side of the equation to get

Φ(RHS) = (x2s+1

+1)

( m∑
j=1

(−1)j+1x2s+1(m−j)

)
= x2s+1m+1 = x2n+1+1 = Φ(Dn(x)),

where we have used Lemma 2.2 twice in calculating Φ(D2s(x)) and Φ(Dn(x)).
As Φ is injective, the identity is valid over GF (p). As p is arbitrary, the
identity is valid over Z.

Proposition 5.2. Let q = 2 and n = 2m + 1.
(a)Fn(x) =

∑m
i=1 Di(x) + 1.

(b) Fn(x) = Fn−2(x) + Dm(x).
(c) Dn(x) = Dn−2(x) + xDm(x)2.

Proof: We have

Fn(x) = (Ψ ◦ Φ)(Fn(x))

= Ψ((xn + 1)/(x + 1))

= Ψ(xn−1 + xn−2 + · · ·+ x2 + x + 1)

=

[
m−1∑
i=0

Dm−i(x) + 1

]

Fn(x) =
m∑

j=1

Dj(x) + 1.

This is (a). (b) follows immediately from (a). For (c)

Dn(x) = xFn(x)2 = x(Fn−2(x)+Dm(x))2 = xFn−2(x)2+Dm(x)2 = Dn−2(x)+Dm(x)2,

(since we are working over F2).
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Proposition 5.3. Let q = 2 and write n = 2k + s with s < 2k.

Fn(x) = x2k−2

F2k−1+s(x) + Fs(x) = x2k−1

Fs(x) + F2k−s(x).

Proof: Using Theorem 2.1(b)(c) and Lemma 3.1(b) we have

Φ(x2k−2

F2k−1+s(x) + Fs(x)) = Φ(x2k−2

)Φ(F2k−1+s(x)) + x2k−1

Φ(Fs(x))

= (x2k−1

+ 1)(
x2k−1+s + 1

x + 1
) + (xk−1)(

xs + 1

x + 1
)

=
x2k+s + 1

x + 1
= Φ(F2k+s(x)).

Similarly,

Φ(x2k−1

Fs(x) + F2k−s(x)) = Φ(x2k−1

)Φ(Fs(x)) + x2s

Φ(F2k−s(x))

= (x2k

+ 1)(
xs + 1

x + 1
) + (xs)(

x2k−s + 1

x + 1
)

=
x2k+s + 1

x + 1
= Φ(F2k+s(x)).

The result now follows since Φ is injective.
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